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financial reforms in the United States and around the globe, the IFM is
pleased to present a special issue of the Review of Futures Markets. The
research studiesin thisissue address high-priority issues critical to the trading and
clearing of derivatives worldwide. Funding for the studies was made possible by a
generous $2 million gift from The Clearing Corporation Charitable Foundation that
established an IFM endowment to fund futures and options research and education.
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by the IFM and its Grant Advisory Committee, a group of industry professionals
with a degp acumen in the derivatives business.

The findings in this issue were subjected to a rigorous peer-review process
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policy makers, regulators, academics, and other stakeholders, while building public
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HIGH-FREQUENCY TRADING:
METHODOLOGIES AND
MARKET IMPACT

Frank J. Fabozzi, Sergio M. Focardi, and Caroline Jonas*

This paper discusses the state of the art of high-frequency trading (HFT), its
requisite input, high-frequency data (HFD), and the impact of HFT on financial
markets. The econometrics of HFD and trading marks a significant departure
from the econometrics used when dealing with lower frequencies. In particular,
ultra HFD might be randomly spaced, requiring point process techniques,
while quantities such as volatility become nearly observable with HFD. At
high frequency, forecasting opportunities that are different from those present
at lower frequencies appear, calling for new strategies and a new generation
of trading algorithms. New risks associated with the speed of HFT emerge.
The notion of interaction between algorithms becomes critical, requiring the
careful design of electronic markets.

important issues related to the econometric analysis of high-frequency data

(HFD) and the impact of HFT on financial markets. The econometrics of HFD
is different from standard econometric analysis employed in the analysis of lower
frequency data. In particular, time series of HFD might be randomly spaced, thereby
requiring thetechniques of point processes. Many quantitiessuch asvolatility become
nearly observable. At high frequency, forecasting opportunities that are different
from those present at lower frequency appear, calling for a new generation of
trading algorithms. Aswe explain in this paper, thisresultsin the emergence of new
risks related to the speed of HFT. The notion of interaction between agorithms
becomes critical, requiring the careful design of electronic markets.

I n this paper, we discuss the state of the art of high-frequency trading (HFT) and
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Figurel.Algorithmic Trading Adoption by Asset Class.
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I. DEFINING HIGH-FREQUENCY TRADING

Although thereisno universally accepted definition of HFT, among itsdefining
characteristics are the fact that investments are held for very short periods of time
and typically (but not necessarily) positionsare not carried overnight. How to quantify
these characteristicsisamatter of debate. Kearns, Kulesza, and Nevmyvaka (2010)
define high-frequency traders (HFTers) asthose traderswho hold positions between
10 milliseconds and 10 seconds. However, the U.S. Securities and Exchange
Commission (SEC) adopts a somewhat |ess precise definition, defining HFTers as
professionals acting in a proprietary capacity and able to generate a large number
of trades per day.

HFT is a form of trading that leverages high-speed computing, high-speed
communications, tick-by-tick data, and technological advancesto executetradesin
as little as milliseconds. A typical objective of HFTers is to identify and capture
(small) price discrepancies present in the market. They do so with no human
intervention, using computers to automatically capture and read market data in
real-time, transmit thousands of order messages per second to an exchange, and
execute, cancel, or replace orders based on new information on prices or demand.

High-speed trading strategies use computerized quantitative models (i.e.,
algorithms) that identify which type of financial instrument (for example, stocks,
options, or futures) to buy or sell, aswell asthe quantity, price, timing, and location
of the trades. In this paper, we focus on the equity market and equity futures and
options. Whilealgorithmic trading isnow used in many asset classes, itsoriginisin
equities and, still today, the share of trades based on agorithms is highest in the
equity market (see Figure 1).

It iswidely estimated that HFT was responsible for 40 to 70% of all trading
volumeinthe U.S. equities market in 2009, roughly doubleits sharejust four years
earlier; itisestimated to represent about 35 to 40% of all trading volumein European
equities.

Inpractice, HFT isengagedin by awidevariety of entitiesincluding proprietary
desks, hedge funds, and institutional investors. Nevertheless, it is estimated that
high-frequency transactionsin the U.S. equities markets are initiated by just 2% of
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the 20,000 trading firmsin the United States, that isto say, by some 400 firms (see
Clark 2010). Many of these firms are privately held proprietary trading firms or
hedge funds. The biggest players in HFT are reported to include the electronic
market-makers Getco, Tradebot, Citadel, and QuantL ab; hedge funds such as D.E.
Shaw, SAC Global Advisors, and Renaissance Technologies; and the proprietary
trading desks of Goldman Sachs, Morgan Stanley, and Deutsche Bank. The
technology goal of HFTers is to reduce latency (i.e., delay) in placing, filling,
confirming, or cancelling orders; the business goal istypically to profit from small
arbitrage opportunities present at short time horizons. Trading strategies differ and
include electronic market-making and statistical arbitrage.

A. Setting the Stage for HFT

A number of factors have combined with technology to lead to an explosionin
(algorithmic) trading activity. First, the 2001 decimalization of U.S. capital markets
coupled with smaller tick sizes led to an explosion in market data volumes.
Chakravarty, Harris, and Wood (2001) analyzed the effect of decimalization in the
transition period and found a significant increase in trading volumes after
decimalization. They note that the SEC expected a 139% increase in the number of
trades due to decimalization. Second, the cost of trading has dropped. Thiswas a
consequence of several decisions, including the 1998 SEC decision to authorize
el ectronic exchanges to compete with the traditional exchanges. It is estimated that
while in the 1990s the New York Stock Exchange (NY SE) and Nasdag accounted
for 80% of trading volumein securitiesthey listed, asmuch as 60 to 70% of trading
in their listed companies is how dispersed on as many as 50 competing trading
venues, for the most part fully electronic. Third, anincreasein derivatives products
and exchange-traded funds (ETFs) has led to an explosion in trading volumes.
Angel, Harris, and Spatt (2010) report that equity trading volumestripled in recent
years, going from about 3 billion shares per day in 2003 to nearly 10 billion shares
per day in 2009. According to datafrom the NY SE, average daily volume on U.S.
stock exchangeswas up 164 percent in 2009 compared to 2005 (see Duhigg 2009).

At the same time, high-performance computing systems, advanced trading
technology, and low-latency messaging middleware and feed handlers have reduced
the time necessary to execute market orders. Angel et al. (2010) cite data from
Thomson, according to which the speed of execution for small market orders has
gone from about 25 seconds for NY SE-listed firms and 5 seconds for Nasdag-
listed firmsin September 2001 to about 2.5 secondsin August 2009 (see Figure 2).

According to Eric Bertrand of NY SE Technologies (see Bertrand 2009), the
capacity as measured by order messages per day has gone from one millionin 1995
to hundreds of millionsin 2009. During the same period (i.e., 1995-2009), throughput
as measured by messages per second has gone from 20 to over 100,000 and latency
from one second to one thousandth of a second (i.e., one millisecond). At the same
time, network and data distribution speeds have gone from 64 kb per second to 10-
100 Mb per second. Bertrand foresees order messages per day going to billions,
messages per second to millions, latency to millionths of asecond (i.e., microseconds),
and network and data distribution speeds to a gigabyte per second.
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Figure2. Market Order Execution Speed.
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Source: Rule 605 data from Thomson for al eligible market orders (100-9999 shares).

Tofurther reduce latency, HFTersare placing their trading serversat thetrading
venuesto be close to the exchange matching engines. Thisis commonly referred to
as co-location. In her March 2010 Chicago Fed Letter Carol Clark, a financia
markets and payments system risk specialist in the Chicago Federal Reserve's
financial market group (see Clark 2010) remarks that it is estimated that for each
100 miles the server is located away from the matching engine, 1 millisecond of
delay isadded to thetimeit takesto transmit trade i nstructions and execute matched
trades or to accessthe central order book whereinformation on buy/sell quotes and
current market prices is warehoused.

The NY SE is completing construction of a nearly 400,000-square-foot data
center facility in Mahwah, New Jersey, where it hopes to attract in co-location
large Wall Street banks, traditional brokerages, and hedge funds. The center’s 40-
gigabyte-per-second standard hardware will alow it to handle up to a million
messages a second; new trading technology will reduce latency to 10 microseconds.
Meanwhile, work isproceeding at the N'Y SE Euronext to design an ultra-low latency
core network that will support 50-microsecond roundtrips.

II. ECONOMETRICS FOR HFT AND ULTRA HFT DATA

As mentioned above, daily closing price data typically used in past efforts at
modeling financial markets are not sufficient for engineering HFT strategies; the
latter callsfor the use of HFD, datataken at intraday frequencies, typically minutes.
Datarelativeto each transaction, or tick-by-tick data, are called ultrahigh-frequency
data (UHFD). HFD and UHFD might be considered the fuel of HFT.
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Inthissectionwewill first discuss questionsrelated to the handling of (U)HFD
and then discuss separately the modeling of HFD and UHFD. Wewill do so because,
from an econometric perspective, there is a distinction between the methods and
research objectives of HFD and UHFD. Both HFD and UHFD require econometric
methodologies different from those employed at lower frequencies.

A. Data Handling Issues

(U)HFD are routinely provided by electronic exchanges, albeit at a possibly
high price. Data currently available include tick-by-tick data and order-book data.
A “tick” includesinformation at agiven time, the “time stamp.” The sequence and
content of the ticks might depend on the time of observations and on the exchanges
that are observed. Significant differences between the ticks of different exchanges
might be due to technology, exchange structure, and regulation. Order-book data
availability isnot the same on all exchanges. Some exchanges offer completevisibility
on the order book while others offer only partia visibility. Still other exchanges
“flash” the order book only for a short period of time, for example, afraction of a
second.

HFD and UHFD present significant problems of datahandling. (See Brownlees
and Gallo 2006 for areview of the challenges.) Both HFD and UHFD need to be
filtered as errors and outliers might appear in a sequence of ticks. Bauwens and
Giot (2001) and Oomen (2006), among others, deal with many aspects related to
data cleansing. Brownlees and Gallo (2006) analyze the question of cleansing data
fromtheNY SE’s Tradesand Quotes (TAQ) files. Boehmer, Grammig, and Theissen
(2006) discuss problems related to synchronizing data from the TAQ and from the
NY SE’s order book.

Falkenberry (2002) reports that errors are present both in automatic and
semiautomatic trading systems. He reports that, as the speed of transactions
increases, errors become more frequent. Thefirst task in datacleansing istherefore
the elimination of erroneous data. However, it isalso important to deal with outliers
and with data that are not compatible with normal market activity. Methods for
eliminating outliers are described in Boehmer et a. (2006).

Inaddition, HFD are not simply observed but imply some form of interpolation
in order to represent prices. In fact, by the nature of the trading process, the truly
“primitive’ observations, that is, tick-by-tick dataor UHFD, areanirregularly spaced
time series given that trading and quotes occur at random times. For example, the
frequency of UHFD for individual assets varies within a wide range of valuesin
function of the observed processes (i.e., trades). In hisstudy of HFT activity relative
to 120 stocks traded on the NY SE, Brogaard (2010) found trading frequencies
ranging from eight transactions per day for the lesser traded stocks to 60,000
transactions per day, or roughly two transactions per second on average, for the
most heavily traded stocks.

If we want to construct regularly spaced sequences of HFD, we must use a
methodology to determine a price in moments when there are no transactions.
Methodsinclude linear interpolation between the two closest observations or using
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the previous or ensuing observation. If data have ahigh frequency, thesetwo methods
yield similar results. For rarely traded securities, different methods might result in
significant differences.

B. Better Econometrics with (U)HFD?

The availability of (U)FHD has been welcomed as a major advance with the
potential of revolutionizing the study and the practice of econometrics. The
expectation isthat with (UY)HFD, market participants can significantly improve the
estimation of parameters used in continuous-time finance and “ observe” quantities
such as covariances or volatility as opposed to having to treat them as hidden
variables.

However, it has become clear that there are significant limitationsin the use of
HFD in general. As we will discuss, limitations come mainly from two sources.
First, due to market microstructure effects, the behavior of prices at time horizons
of the order of secondsis different from the behavior of prices at time horizons of
minutes or longer, thusintroducing basic limitationsin theuse of HFD. Second, itis
difficult to compute correlations and covariances between assets that trade at
significantly different frequencies.

There are possibly different models at different time scales; a single model
thatisvalid at every time scaleandin every timewindow, if it existsat all, would be
too difficult to create and to estimate. The usual assumptionisthat pricesfollow a
jump-diffusion process.

Jump-diffusion processes allow to describe with some accuracy the statistical
uncertainty of financial quantities. Thus, ajump-diffusion model of pricesalowsa
reasonabl e representation of the statistical characteristics of the uncertainty of the
distribution of returns and of co-movements between returns. However, the
deterministic drifts can be estimated only with limited precision, and they depend on
the data sample employed. Jump-diffusion processes do not allow one to make
accurate forecasts based on trends and drifts. If we estimate jump-diffusion
processes on different samplesof past data, weobtainintrinsically different estimates
of driftsalthough the estimates of volatilities and covariances can be made reasonably
coherent. Therefore, although the use of HFD represents a significant step forward
in the estimation of some financial quantities, it does not allow us to formulate
universal laws.

Let usnow look at thelimitationsin the use of (U)HFD. From apurely statistical
point of view, estimates improve with a growing number of samples. Therefore, it
would seem reasonable to use al available (U)HFD. However the behavior of
prices at very high frequencies is not the same as the behavior of prices at lower
frequencies. Infact, assuming that prices are modeled as jump-diffusion processes,
asthelength of sampling interval s approachesthe length of trading intervals, micro
structure effects introduce biases. These biases reduce the accuracy of forecasts.

Actually, as described in Ait-Sahalia and Mykland (2003), we can identify
several different effects that limit our ability to estimate continuous-time models.
First, theinevitable discreteness of samples, both intime and price, introduces biases
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in estimation. These are the first effects studied in the literature on estimating
continuous-time models. Second, the randomness of spacing, which introducesbiases
that, following Ait-Sahalia and Mykland, are at least as large as the discreteness
effects. Third, there are many microstructure effects, possibly exchange-dependent,
which are generally accounted for as* noise” in the observation of prices. A number
of papers have analyzed the theoretical and empirical optimal sampling frequency
at which prices should be sampled to estimate the covariance matrix of diffusion
processes.!

Thereis no consensus asto including noise in the observation of prices. lonut
Florescu, assistant professor of mathematics in the Department of Mathematical
Sciences of the Stevens I nstitute of Technology, remarksthat the paradigm of noisy
observationsistypical of physics and engineering, but he suggests that it does not
really apply to finance. Professor Florescu says, “A price of atrade is not a noisy
observation: We introduce noise only asamathematical idealization.” Hisresearch
effort is focused on estimating continuous-time models starting from “true”
observations.

C. Using UHFD in Econometrics

The econometrics of UHFD is interested in representing the process of the
random arrival of trades. The latter is important to HFTers because there are
relationships between the volume of trades and prices. The econometric study of
UHFD cannot be performed with the usual methods of time series analysis, given
that the |l atter assume observations at fixed timeintervals. The problems associated
with and methods applicable to UHFD are specific to randomly sampled data. An
early model of nonsynchronous data is Lo and MacKinlay (1990). Bauwens and
Hautsch (2006&) and Hautsch (2004) provide overviews of the modeling of randomly
spaced financial data.

Trades are events of random magnitude that occur at random times. Thetimes
at which trades take place are a sequence of strictly increasing random variables.
The number of tradesN(t) in any giveninterval isalso arandom variable. Processes
of this type are referred to as point processes.

Point processes are continuous-time processes given that an event? might occur
at any moment; they arewell known mathematical constructsinthefield of insurance
where claims of unpredictable magnitude occur at random times. The simplest
point process is the Poisson process, which is characterized by the following
properties:

* Thenumber of events in any given inter&/al oftime is a random variable

that followsaPoisson distribution: e* 0

1. See, among others, Zhang, Mykland, and Ait-Sahalia, (2005), Ait-Sahalia, Mykland, and Zhang
(2005), Bandi and Russell (2006), Bandi and Russell (2008), and Bandi, Russell, and Zhu (2008),
Voev and Lunde (2007).

2. We use the term “event” not in the sense of probabilistic events but to denote something that
occurs at agiven time, for example, atrade.
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* The number of events in any given interval of time is independent
from the number of events that occurred in any previous interval.

e The distribution of the time between two consecutive events follows
an exponential distribution whosedensity is: Ae™

The parameter A is caled the intensity of the process. Poisson processes are
characterized by constant intensity. The Poisson process is the point-process
equivalent of the Brownian mation: It implements the notion of total uncertainty as
regards the moment when the next event will occur. If a queue is described by a
Poisson process, the probability that an event will occur in any future interval is
unrelated to the time elapsed since the last event. For example, if a Poisson process
describes the passage of a bus, a passenger waiting for the bus would have always
the same probability to catch abusin any next period independently of how long he/
she has been waiting for the bus.

The Poisson processis aparsimoniously parameterized process with attractive
mathematical properties, but it istoo simple to describe the arrival times of trades.
In fact, the time intervals between trades, referred to as the durations between
trades, are not independent but exhibit autocorrelation phenomena. In order to
represent autocorrelations, we need to generalize Poisson processes to allow for
time-varying intensity. Point processes where the intensity is a separated process
are called Cox processes.

Engle and Russell (1998) introduced a particular Cox process that they called
an Autoregressive Conditional Duration (ACD) process. ACD processes are the
point process equivalent of ARCH/GARCH models insofar as they allow
autoregressive intensity. The original ACD has been generalized and extended in
many different ways, for example in Bauwens and Veredas (2004) and Bauwens
and Hautsch (2006b). McAleer and Medeiros (2008) and Pacurar (2008) provide a
summary of theoretical and empirical work done on the ACD models. The ACD
model and itsgeneralizationsare now widely used inthe study of intra-trade durations.

D. The Econometric Study of HFD

Whilethe econometricsof UHFD ismainly interested in representing the process
of therandom arrival of trades, the econometrics of HFD isprincipally interested in
estimating covariances, which are fundamental data for any investment process.
As described above, HFD are data taken at fixed intraday frequencies, typically
from a few minutes to less than an hour. When raw data are prices in the form of
ticks, HFD are recovered using some form of data aggregation and interpolation.

Although HFD areclassicd timeseries, they aretypically model ed as continuous-
time models, typically jump-diffusion processes, sampled at finite intervals. The
underlying reasoning isthat HFD tend to acontinuous-time processif the observation
frequency grows. Intuitively, one might think that ajump is alarge discontinuity so
that ajump-diffusion process simulates|arge movements such as crashes. However,
mathematically thisisnot the case. A discontinuity isapoint wheretheleft and right
limits of a path do not coincide regardless of the size of the difference. Therefore, a
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jump-diffusion process is a rather abstract mathematical concept that is useful to
provide a better fit to the distribution of returns found empirically, but it is not
necessarily related to big jumpsin price processes.

Mathematically, if we sample a continuous-time process with time intervals
that tend to zero, many quantities estimated on the sampled process will tend to an
average of the true parameters of the process. For example, if we compute a
covariance matrix on a given interval using an increasing number of points, the
empirical covariance matrix will tend to the average of the theoretical instantaneous
covariance. It should be noted that the above is a theoretical property of jump-
diffusion processes sampled at frequencies that tend to infinity. Therefore, we can
state that volatilities and covariances estimated with high frequency intra-day data
tend to the true volatilities and covariances only if we assume that price processes
are jump-diffusion processes. If they are not, the above property might not hold.

1. Applying HED to the Measurement of 1 olatility

With the above caveat, assuming prices are jump-diffusion processes, one of
the major applications of HFD is the measurement of volatility. When prices and
returnsare observed at timeintervals of daysor weeks, volatility isahidden variable
typically modeled with ARCH/GARCH models. When HFD are available, volatility
isconsidered to be almost observable. Thisis because with HFD we have sufficient
intraday datato estimate daily volatility asan average of theinstantaneousvolatility.
Though it is conceptually wrong to say that volatility can be observed with HFD, it
is nevertheless possible to make very precise estimates of the average volatility
over short intervals where volatility does not change much. A number of papers
have discussed the measurement of volatility at high frequency.®

The problem of forecasting volatility remains. Because observed daily volatility
changes significantly from day to day, there is the need to forecast volatility. A
general class of models for forecasting volatility, the Multiplicative Error Model,
wasintroduced in Engle (2002) and extended in Cipollini, Engle, and Gallo (2006).
For a comparison of different methods used to forecast volatility, see Brownlees
and Gadllo (2007).

From the above, it is clear that the interest in HFD is related to the fact that
they make availableamuch larger quantity of datawith respect to daily observations,
and they do so without stretching the observation period. Dacorogna et a. (2001)
observed that, on average, one day of HFD contains as many data as 30 years of
daily data. Today, in some markets, thisestimate can be multiplied 10times. Therefore,
it would seem reasonabl e to consider that HFD allow estimating richer modelswith
more parameters. However, this advantage might have limitations given that we
have to capture an intraday dynamicsthat is not needed when we model daily data.
In other words, it isquestionable if HFD aid usin understanding data at longer time

3. See, among others, Andersen, Bollerslev, Diebold and Labys, (2001), Andersen et a. (2003),
Andersen, Bollerdlev, and Meddahi (2002), Bandi and Phillips (2003), Barndorff-Niel sen and Shephard
(20023, b), Barndoff-Nielsen and Shephard (2004), Hansen, Lunde, and Voev (2007), and Ghysels,
Santa-Clara, and Vakanov (2006).
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horizons. For example, daily volatilities change and need to be forecasted; in addition
very short-term movements are generated by microstructure effects.

Commenting on how HFD can be used for forecasting longer time horizons,
Ravi Jagannathan, Chicago Mercantile Exchange/John F. Sandner Professor of
Finance and aCo-Director of the Financial Institutionsand Markets Research Center
a Northwestern University, remarks:

HFD does help forecast at longer time horizons, but not very long. HFD
do help for forecasting one week ahead, but not one year ahead. HFD
poses an enormous challenge: If price moves between bid/ask,
microstructure noise dominates. You need to filter out more microstructure
noise. For example, if you look at what happened 6 May 2010 and observe
HFD, it will not tell you much about what might happen next week.

Thequestionisprimarily empirical, but there are al so theoretical considerations.
The problem can be stated as follows. Suppose there is a true price process p(t),
which we assumeisgenerated by ajump-diffusion mechanism. Thismodel includes
atime-dependent instantaneous covariance matrix p, . Suppose we can observe the
true process only at discrete points p, in a given interval. It can be demonstrated
(see Barndorff-Niel sen and Shephard 2002a,b) that if the frequency of observations
tendstoinfinity, thenthe empirical covariancetendsto theintegral of theinstantaneous
covariance.

However, if we assume that our observations are contaminated by market
microstructure noise, then estimates of the covariance matrix are negatively biased.
Ait-Sahalia and Mykland (2003), Ait-Sahalia, Mykland, and Zhang (2005), Bandi
and Russell (2006, 2008), Bandi, Russell, and Zhu (2008) determine the optimal
sampling rate in the presence of microstructure effects.

Professor Jagannathan observes that, in the case of volatility measurements:

If markets are frictionless, that is, if there are no microstructure effects,
the higher the frequency, the better the measurement of valuesasvolatility.
However, in rare or severe events, HFD are of no help; microstructure
— the way people trade, the strategies used, lack of knowledge of what
the others are doing — becomes more important. These effects are
particularly severe for illiquid stocks. To make use of HFD, you haveto
have people trade at high frequency. If people trade at high frequency,
you have observations. The econometrician can understand what isgoing
on.

E. Different Pricing Theories for Different Data Frequencies?

We observed above that thereis a big difference in the frequency of trading at
thelevel of individual assetsand that HFT has exacerbated this phenomenon in that
most HFT is concentrated in a small number of stocks. Given this difference, and
given theimportance of HFD on pricing theories, we might ask if we need different
pricing theories for assets that are heavily traded and assets that are not. The



High-Frequency Trading 17

guestion can be reformulated as understanding what impact, if any, HFT has on
price processes.

Frederi Viens, Professor of Statistics and Mathematics and Director of the
Computational Finance Program at Purdue University, offers an initial response:

Itismy guessisthat HFT impacts price processesin abig way. Asfar as
| am aware, financial mathematics people have not yet found a way to
explain how to price equities under microstructure noise without arbitrage,
and therefore | would venture to say that high-frequency-traded stocks
can still be priced using standard frequency methods, but there will be
some uncertainty in the pricing due to the microstructure noise. | am not
aware of any way to perform equity and option pricing in an arbitrage-
free way on UHFD without having to resort to saying that microstructure
noise exists. However, if one such way would exist, it would automatically
imply that there should be two distinct pricing theories depending on the
frequency of trading. That would be amost uncomfortable situation. My
guess is that microstructure noise is real, so that we ssmply have to dedl
with it, that is to say, account for the added uncertainty in our prices.
Theoretically, thisadded uncertainly goesagainst the possibility of arbitrage
opportunities. Since, in practice, the contrary istrue, abalance will only
be achieved when enough people have access to and the ability to work
with UHFD.

When discussing the relationship of HFD and long-term behavior, there are
actually two distinct problems: the problem of the model itself and the problem of
noise. Professor Viens observes:

The problem with HFD as it relates to longer-term trends is that the
market microstructure which is visible using HFD may or may not have
any bearing on the longer term trends. Thisis till being hotly debated in
academia. We are quite away from being ableto provide definite answers
on this debate, and my guessis that the connection between the two will
be relevant in some markets, and irrelevant in others. ... One theoretical
example where the two are linked is the case of self-similar markets,
particularly ones where stochastic long memory occurs because of so-
called fractional Gaussian noise. From my experience with real data, |
can say that thereis no evidence of any marketswith such aself-similarity
property. In other words, | havefirst-hand evidence showing that important
long-term market parameters, such as stochastic long memory for volatility
series, cannot be estimated using UHFD or even HFD.

FE. Benefits of (UYHFD

In general, the more data that are available, the happier the statistician is. For
econometricians and financial model ers, the availability of (U)HFD isbeneficia to
understanding what happensto pricesintraday and might help shed light on financial
econometrics in general. Eric Ghysels, Bernstein Distinguished Professor of
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Economics at the University of North Carolina s Kenan-Flagler Business Schoal,
says.
HFD alow us to improve estimation of certain parameters or models
used in various financial applications ranging from derivative pricing to
asset allocation. HFD also alow us to improve upon existing market-
based measures or to construct new ones. Prominent examples include
volatility and correlation. HFD and UHFD also allow usto study certain
phenomena related to the actual trading process — topics that could not
be studied without such data. Examples here are abundant and relate to
the so-called market microstructure literature.

(U)HFD are dso a challenge for the econometrician or modeler. Nikolaus
Hautsch, who holds the Chair of Econometrics at the Center for Applied Statistics
and Economics at Humbol dt University in Berlin, comments:

HFD are affected by alot of noise, lotsof datawith no information content.
What mattersisthe ratio between the signal to noise. The signal-to-noise
ratio must be greater than 1. If not, we have more noise than signal, and
no gain. Inthevery beginning, therole of noise was overlooked. Over the
past four, five years, we have gained a better understanding of this.

Wewill now take acloser look at what academicsto whom we spokeidentified
as specific benefits related to the availability and use of (U)HFD.

1. Better Understanding of Market Microstructure and the its Impact on NModeling

Academics we interviewed agreed that (U)HFD are useful in gaining an
understanding of phenomenathat occur intraday and the microstructure that causes
them. Chester Spatt, the Pamela R. and Kenneth B. Dunn Professor of Finance
and Director of the Center for Financial Markets at Carnegie Mellon University's
David A. Tepper School of Business, comments:

Thereisinformationin small bids, small grainsthat might be significant as
they reflect opinions. But not al that showsup intradingisinformation; it
might be a question of micro market structure friction. (U)HFD is very
interesting asit allows usto understand the trading process, to drill down.
Using only daily data, one cannot understand the fundamentals of the
trading process, the motors of decision processes of traders in different
contexts. For example, to what extent does an intermediary’s inventory
influence hisdecisions?

The expectation is that the availability of (U)HFD will alow better design of
exchanges. Valeri Voev, assistant professor of finance at the University of Aarhus
(Denmark), says, “HFD isbeneficial in studying the design of markets, to decide on
market microstructure issues such as an order-driven or aquote-driven market, the
role of specialists, etc., in an effort to design better markets.”

The analysis of HFD and the study of market microstructure go together, in
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the sense that, while HFD reveal microstructure, it is also true that understanding
microstructure offers a better understanding of HFD. As remarked by Professor
Ghysds:

The modeling of HFD is dependent on the exchange from which they are
generated. Are there implications for price discovery and risk
management? This is atopic that has been widely studied in the market
microstructure literature, notably how price discovery takes place under
various trading mechanisms. Part of this literature relies on the different
time series characteristics of prices under aternative trading rules.

Professor Hautsch concurs, adding:

We definitely need to take into consideration the structure of the market
place where the data is generated, for example, a market-maker or
electronic exchange. The dynamics are different, the levels of noise are
quitedifferent, thetick sizesare quite different. Some markets, for example
electronics markets, create a lot of noise. If one does not take these
factors into consideration, one gets spurious results, strange outcomes.

Professor Florescu says, “(U)HFD offer an unparalleled opportunity to study
the trading process and implement learning with artificial intelligence as machines
are pitched one against the other and against humans.”

2. Improved Measurement of Phenomena at Lower Frequencies, Including 1 olatility,
Covariance, and Risk

Academics whom we interviewed agreed that (U)HFD can also enhance an
understanding of lower frequency phenomena, because (U)HFD allow one to model
observed quantitiesand not only hidden quantities. Volatility isacasein point. Though
we need to forecast volatility, our forecasts are based on model s of observed volatility.
Luc Bauwens, professor of finance at the Catholic University in Louvain (Belgium),
enumerates:

First, many useful theoretical pricing modelsare formulated in continuous
time. With UHFD especially, these models can be estimated much better
than with lesshighly frequent data. Second, UHFD dataallow to measure
volatilities of returns— say daily volatilities— much more precisely than
without these data— say when only daily data are available — through
“realized volatilities.” Third, risk and liquidity can be measured in real
time with UHFD.

Professor Bauwens adds;

Inall these areas, much progressis till to be made. From an econometric
point of view, UHFD areinteresting because they pose anumber of issues
that have not been much studied earlier by statisticians in the field of
finance. There are many open questionsin the analysis of time-dependent
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data that are irregularly spaced and when the time dependences are
complex, for instance, beyond the conditional mean.

According to Professor Voev:

We can benefit from HFD as many traditional markets use daily returns.
Daily squared returns are very noisy. For example, if observations at the
beginning and end of the day are the same, then daily returnsinformation
shows zero fluctuations versus if there were fluctuations during the day.
We can get big performance gainsif we use more frequent intraday data
because we obtain more statistical precision. We need to know the true
volatility ex post. With HFD can get very precise ex post measure of
volatility. HFD are a good starting point to measure and understand
voldtility.

However, just how to use HFD might not be so obvious. In fact, HFD permit
the precise measurement of past data but rely on forecasting to extrapolate these
measurements. Professor Voev comments, “Evidence is pretty clear that the HFD
offer better measurement but it is still not clear that we can optimize the use of this
information. When talking about multivariate data volatility, we need to come up
with models that allow forecasting matrices.”

However, estimating covariances between data at different frequencies is a
significant obstacle. According to Professor Hautsch:

Over the last 10 years, in the literature, the use of HFD has led to more
and more efficient estimates of the daily co-variance. However, there
are potential problems when we estimate quantities relative to data with
different frequency. Assets with high/low liquidity are a big problem if
onetriesto correlate assets that trade thousands of times a day and assets
that trade threetimes aday. This creates biases. It isa statistical problem
that needs to be resolved.

3. Improved Estimation of the Returns Distribution

Having thousands of observations of returns available, one can perform a
precise estimate of the return distribution. Of course, there is a caveat: If daily
returns are required, we need to project high frequency returns onto daily returns.
Doing so requiresmodel s of the time evol ution of returnsand precise measurements
of autocorrelations. Still, Professor Voev observes, “We abtain amuch better design
of the whole returns distribution based on thousands of trades per day.”

4. Better Understanding of Liguidity

The study of liquidity is a notoriously difficult problem. Its very definition
presents difficulties. The availability of HFD, and more recently the diffusion of
HFT, allows one to shed more light on phenomena related to liquidity. Professor
Hautsch observes:
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Therelationship between liquidity and volatility isvery difficult. We cannot
understand it well from data 10 years or more back because liquidity then
played a completely different role from that it plays today. All work on
market microstructure [when markets were popul ated by market-makers]
isno longer relevant. We have a paradigm change, afundamental change
in markets.

5. Discovering New Facts

Professor Hautsch points to the role (U)HFD plays in discovering new facts
and theories:

HFD are interesting in that they need new econometric models to take
into account specific properties of data. Properties have changed quite
recently given the enormous liquidity in the markets. This raises new
statistical problems. The challenge is to manage higher dimensions of
data: many characteristics, different markets, limit-order book data. HFD
allow one to build better large-scale models, make better estimations of
correlations, better estimations of (high-dimensional) co-variance.

6. Improved Market Efficiency

Academics also agree that HFD (as well as HFT) has improved market
efficiency. Professor Viens comments:

From my standpoint as a mathematician and statistician working in
quantitative finance with tools from stochastic analysis, | can only say
that the more HFD, and especially UHFD, become available to a wider
audience— including the ability to analyze such datathanksto increasing
computational speed — the more efficient the market should become.

ITII. HIGH-FREQUENCY TRADING

HFT has become the subject of intense debate; it is feared that the use of
computerized programs and high-speed computers and communications networks
that characterize HFT might create new risks and allow HFTers to realize profits
at the expense of bonafide but less sophisticated investors.

Not everyone agrees. Bernard Donefer, Distinguished Lecturer in Information
Technology in Financial Markets at Baruch College and Associate Director at
Subotnick Financial Services Center, comments, “HFT itself is nothing more than
what has already been done, just off the exchange floor and faster.” Intuitively, one
can question if HFT isnecessary for allocating capital efficiently to manufacturing
or service firms whose investment process has long time horizons, often in the
range of years. On the other hand, the econometrician’s view that financial price
processes are continuous-time processes can only welcome a development that
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bringsthereality of trading closer to theideal of acontinuous-time stochastic process.

Clearly thereare different viewsand different interests. While HFTersidentify
and exploit profit opportunities and academics remark that market quality defined,
for example, by the size of spreads, hasimproved, large ingtitutional investorsfear
that they are paying atribute to HFTers for keeping markets efficient.

This has lead to the creation of “dark pools,” trading venues open only to
specific classesof investors, for example, largeingtitutiona investors, where members
can trade anonymously and with the expectation that any market inefficiency will
ultimately profit themselves rather than being taken by intermediaries. Dark pools,
estimated by sourcesto represent 7 to 8% of all U.S. equity trading, are themselves
open to debate because of the lack of transparency.

In this section wewill discuss the following issues:

» Is HFT a niche trading strategy or the future of equity markets?

*  What phenomena do HFT strategies exploit to earn a profit?

*  What is the impact of HFT on the price discovery process, on prices?
* What is the quality of the liquidity provided by HFT?

*  What are the benefits of HFT?

* Does HFT introduce new risks?

» [s any new regulation needed to limit these risks?

*  Who profits from HFT?

A. Niche Trading Strategy or the Future of Equity Markets

HFT, or the ability to exploit profit opportunities with trading strategies
characterized by holding periods of afew minutes and without carrying positions
overnight, is arecent phenomenon. However, the market conditions enabling HFT
were created little more than a decade ago. As mentioned above, HFT was enabled
by acombination of factorsincluding the 2001 decimalization of U.S. equity markets,
the advent of the electronic exchange, advances in computer and communications
technology, the availability of more data, and new modeling techniques. Thesefactors,
combined with the objective of largeinstitutional investorsto optimizethetrading of
largeorders, led to agorithmic trading. Algorithmic trading isbased on computerized
guantitative models and is used by large investors to reduce market impact. Thisis
typically done by spreading large orders over many small transactions, thereby
contributing to an increase in the volume of trading, a prerequisite for HFT.
Algorithmic trading is not necessarily executed at high frequencies, but HFT is
dependent on the devel opment of algorithms. In addition, the ability to accessdirectly
the electronic book at the exchanges created new trading opportunities.

A representative from amajor options exchangein the United States comments:

The world of HFT would likely not exist in its present form if not for
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decimalization which allowed for finer pricing. When the market traded
in 16ths, 8ths, spreads were very high; there was no capability to provide
abetter market. Since decimalization, the bid-ask spread has been reduced.
This led to a reduction of the overall cost of access to stock or option
prices. Inthe options market, this cost reduction has been multiplied thanks
to penny stock trading.

IsHFT aniche market? The answer is two-pronged. On one side, HFTers are
a small highly specialized type of trader characterized by the use of advanced
information technology and modeling techniques and short time horizons. On the
other side, HFTers cannot exist inisolation: They need arobust flow of tradesas a
main source of profit. HFT, as well as other market participants such as hedge
funds, cameinto being to make aprofit by exploiting regularitiesand inefficiencies
in aflow of ordersthat already existed.

Different markets and different geographies have different populations of
HFTers. The share of trades executed by HFTers depends on how HFTers are
defined. It iswidely accepted that inthe U.S. equity market, HFT isresponsiblefor
40 to 70% of al trades. In a study based on tick-by-tick data from Nasdag and
adopting awidely used definition of HFT, Brogaard (2010) findsthat, in 2009, well
above 70% of all trades can be attributed to HFTs. One source at a U.S. options
exchange observes:

Seventy percent is routinely accepted for market share of HFT in U.S.
equity markets, but it depends on how you qualify participants. For example,
market makers are intrinsically HFTers. In the equity options markets, |
would put HFT market share at around 30 percent. Most HFTers in the
options market tend to be very, very small because arbitrage opportunities
are very small.

First developed in U.S. equity markets, HFT has now spread to other markets.
The big players are present internationally, sources explained. However, HFTers
share of all trading in equity marketsin Western Europe and Canada was estimated
to be anywhere from one third to one half their estimated share of the U.S. equity
market. A representative from a major North American exchange remarks, “The
Canadian market has not been overwhelmed by HFT. | would estimateiit to be 20—
25 percent of all equity trading volume in Canada.”

We asked participants if, as short-term arbitrage opportunities are exploited
and disappear, HFT will also disappear. Professor Hautsch comments:

Therewill always be aneed to have acertain level of HF strategies, HFT
to ensure efficiency. Asfor opportunitiesfor statistical arbitrage, | believe
that we will see the introduction of new instruments, new assets, new
trading platforms. Thesewill create micro arbitrage opportunities. It might
bethat in some markets, arbitrage opportunitieswill go to zero. But people
will keep onusing HFT, if not for micro arbitrage, to exploit optimal trade
execution.

Therepresentative of alarge North American exchange comments, “We expect
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to seeablurring of lines between traditional playersand HFTers as moretraditional
playersaccess HF technology.” Weview thisas blurring the lines between traditional
assets managers and “quants,” where the former have to some extent adopted
guantitative methodsfor at |east some parts of their investment management process.

B. Phenomena HFT Strategies Exploit to Earn a Profit

Animportant question, both from the practical and academic pointsof view, is
what type of strategies HFTers use. As strategies are proprietary, there is very
little direct knowledge of strategies employed. We can only make general comments
and infer strategies from observing HFD. A first observation is that, given the
speed of trading, HFT strategies are based on information that changes rapidly.
Therefore, itisunlikely that these strategies are based on fundamental information
on stocks or on macroeconomic data.

We can divide trading strategies at high frequency into three major categories.
Thefirst isbased on trading on news, exploiting atime advantage in placing orders
before the market reactsto news. Thisinvolves automatic text reading and analysis
and modeling techniques that relate news to price movements.

The second type of trading strategy is based on revealing small price
discrepancies between different markets or between different assets that should
theoretically have the same price. Assuming that priceswill realign rapidly, HFTers
issue orders with low latency to exploit any arbitrage opportunity. This type of
strategy is based on the ability to gather and analyze data, and then issue orders
very rapidly before the market realigns. Exploiting arbitrage opportunities clearly
entails assessing the cost of the trade that is about to be made. If the cost of atrade
exceedsthe size of the potential profit from arbitrage, then the tradeis not executed.
Wing Wah Tham, assistant professor of financial econometrics at the Erasmus
School of Economics, observes, “ Dueto uncertainty inimplementing trades, arbitrage
strategies are not without risk even in the presence of arbitrage opportunities.”
Kozham and Tham (2010) use HFD to study the role of execution risk due to
crowded trades in financial markets.

The third type of trading strategy is based on making short-term forecasts
based on the econometric properties of data. The most likely econometric properties
to enter into aHFT strategy are prices, trading volumes, and information related to
past trades. A special type of forecast isbased on knowledge of the flow of incoming
orders. In fact, the knowledge that large orders are coming is atype of information
that traders have always exploited to their advantage.

Trading based on the knowledge that large orders are coming is called “front
running.” If and how this knowledge can be acquired is a subject of debate. In the
last 10 years, large long-term investors have invested in techniques to optimize the
execution of large orders. As discussed above, one such technique, algorithmic
trading, allowsoneto split large ordersinto aflow of small orders, thereby matching
aflow of opposite orders and reducing market impact.

Secrecy iscrucial to the successof algorithmictrading. If itisknownin advance
that alarge order flow is coming, the benefits of algorithmic trading are reduced.
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Large investors therefore dislike methods and techniques that reveal their order
flow in advance. Barring any illegal disclosure of information, HFTersrely onissuing
immediate-or-cancel ordersto search for and accessall typesof undisplayed liquidity,
including liquidity in dark pools. They do so in the space of milliseconds. This
techniqueiscalled* pinging.” Whether or not pinging should be banned (or somehow
restricted) is now being debated.

In practice, strategies are implemented via trading rules that automatically
issue orders when particular patterns of information are detected. While HFTers
are often put into various categories, sources we interviewed remarked that the
strategies used by HFTers have evolved over the years. A representative from a
major North American exchange observes. “We see different strategies coming
up. In the early stages, HFTers were mostly rebate takers, predatory. Now thereis
a more diverse range of strategies. Early adopters worked out inefficiencies in
market; now there is the need for more effective strategies.”

The perception from academia is similar. Professor Hautsch remarks, “It is
hard to observe different strategies from raw data, but from conversations with
HFTers, it is clear that over the past three, four years, strategies have changed
dramatically.”

Brogaard (2010) undertook a systematic exploration of HFT strategies based
on tick data from the Nasdaq for 120 stocks for the period 2008—2009. He finds
that most HFT strategies are based on short-term reversals. Thisopinion was shared
by sources from academia and the exchanges that we interviewed. A source at a
North American exchange observes, “ HFTers do not use long-term mean-reverting
models; they arelooking for arbitrage onintra-day mean reversion. They aredifferent
from the market makers who take positions.”

While little is known about the trading strategies adopted by HFTers, we do
have information on a number of “stylized facts’ about returns at very short time
horizons, in particular, on the probability distribution of ordersand the autocorrelation
of orders at very short time horizons (see, for example, Dacorogna et al. 2001).
However, HFTers work on strategies typically tested over periods of at most two
years. While the broad lines of trading strategies are known, the details are
proprietary. Itislikely that hundreds of technical HFT rulesare used and continuously
adapted.

C. Impact of HFT on the Price Discovery Process and on Prices

The question of the impact of HFD on the price discovery process and on
prices is a multifaceted question that is not easy to define theoretically. This is
because it requires a comparison of the actual outcome with some hypothetical
outcome in the absence of HFT. Nevertheless, there is a consensus that HFT
impounds information faster and impacts some market parameters. Earlier studies
analyzed the impact of decimalization on market quality (see, for example,
Chakravarty et al. 2001 and Bessembinder 2003).

Terry Hendershott, at the Haas Finance Group at the University of Caifornia-
Berkeley, observes, “If you consider the actual price as having fundamental



26 Review of Futures Markets

information plus noise, HFD has no long-term fundamental information, but HFT
can help get short-term information into prices faster.”

Brogaard (2010) analyzes the impact of HFT on market parameters such as
volatility and the bid-ask spread. He employsthe now widely used methodol ogy for
analyzing market quality introduced in Hasbrouck (1993). In the sample that he
analyzed (HFD from Nasdag on 120 stocksfor the period 2008-2009), he concludes
that volatility did not increase and the bid-ask spread was reduced. On these points,
there seems to be agreement. HFTers have not produced an increase in volatility,
as many had feared, and have generally had a beneficial effect on parameters that
define market quality such as the bid-ask spread.

Oneproblemin analyzing theimpact of HFT on the bid-ask spread isto separate
the impact of HFT and that of decimalization and other changes introduced in the
U.S. equity markets over the last decade and a half. An industry source, who
confirms having seen areduction in the bid-ask spread dueto the activity of HFTers,
remarks:

If you look at the Canadian equity market, it's easier to separate the
impact of HFT from that of decimalization. Decimalization wasintroduced
in Canadain 1996 while HFT in Canadaisrelatively new, having started
only asof late 2008-2009. It is possible to see atightening of the spreads
that occurred at the different time periods.

If we measure price efficiency in terms of parameters such as bid-ask spread,
HFT has increased market efficiency. However, as HFTers trade against each
other using algorithmsthat arein general based on technical rulesthat have nothing
to do with fundamentals, we can ask if HFT might cause prices to depart from
fundamental's. James Macl ntosh, investment editor of the Financial Times, remarks
that fundamental informationisno longer reflected in stock pricing (see Macklntosh
2010). He suggests that pricing is now driven by market sentiment and possibly by
the increase in trading on trends and patterns.

One market fact that can possibly be ascribed to HFT isthe observed increase
in correlation. Professor Voev comments:

There is recent evidence that HFT is leading to more correlation, a fact
that has serious implications for diversification. This is making it more
difficult to diversify with index tracking or exchange-traded funds. There
are now thousands of algos trading indexes, moving prices. Is price
momentum dominated by traders trading indexes?

Professor Bauwens commentsthat while HFT hasimproved market efficiency
overal, thereisthe possibility that it can cause artificial pricetrends:

Financetheory holdsthat pricesreflect past information but isnot precise
on how thisworks. My conjectureisthat HFT hasin most casesincreased
the speed at at which prices adjust to reflect new information; thus, it has
led toincreased efficiency. However, it has also been noted that correlation
between intraday returns of stocks hasincreased without apparently much
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reason, and this may be caused by HFT driven by econometric models
disconnected from fundamentals.

The action of HFTers has probably reduced volatility. Nevertheless, some
sources mentioned that whilevolatility isdown in normal times, HFT might lead to
volatility spikes. Professor Voev remarks:

We now havefaster channels of market fear, uncertainty. ISHFT causing
thisor isit just a question of faster channels, with HFT facilitating fast
channeling of emotions, fear? In normal times, HFT brings smoother
adjustment to new levels versus discrete moves which are more volatile.
But in more extreme circumstances, it can lead to spikesin volatility.

Commenting on the impact of HFT activity on volatility, an industry source
says, “It (is) hard for us as an exchange to evaluate the impact of HFT on markets.
HFT has probably had a dampening effect on volatility as the bid-ask spread is
constantly narrowing except when all the HTFersturn off their computers. HFTers
don't try to make their models fit beyond mean returns.”

D. More (or Better) Liquidity with HFT?

Itiswidely held that HFT providesliquidity to equity markets. However, HFT
per se providesliquidity only for avery short time. By the nature of their business,
HFTersbuy and sell at high frequency. If they do not find a counterparty for atrade
in amatter of seconds, orders are cancelled. These are the (in)famous flash trades.
Among the academics and industry players we interviewed, opinions were divided
asto the nature of liquidity provided by HFTers. Somearguethat liquidity provided
by HFT is exercisable liquidity; those who question the benefit of HFT liquidity
point toitsfleeting quality.

Among those defending the utility of the short-term liquidity provided by HFT,
therepresentative of amajor North American exchange asks, “ I stheliquidity provided
by HFT real or phantom? It is tough to answer this given the different strategies
employed by HFTers, but it is exercisable liquidity, available for someone to hit,
evenifitisonly therefor ashort period. Certainly itisreal if you havethetechnology
tograbit.”

Another industry source took the opposite position, arguing:

HFT doesadd liquidity on avery shallow basison narrow pricesfor small
amounts and for pureretail customers. It islike adiscount storethat sells
handbags at alow price but has only one handbag around to sell. HFT is
lessaprovider of liquidity for larger volumes. Liquidity provided by HFTers
isnot deep enough, it isfleeting.

Professor Spatt suggests that the nature of today’s liquidity is a reflection of
changes in trading behavior. He comments:

The question of traders showing their hands versus HFTers coming out
for brief periods of timeisthe question of how to engageto obtainliquidity.
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The types of tactics used by HFTers leads to cancellation rates that keep
exploding. Most orders are now cancelled amost instantaneoudly. It is
not aquestion of being manipulative; HFTersarejust trying to understand
theliquidity out there and scale up and trade against it. HFTers (are) also
looking for alack of liquidity. Liquidity provided by HFTersis not an
illusion, but itisdifferent from the usual liquidity. The old notion wasthat
traders want everyone else to show their hands without showing their
own hand but it does not work that way. You cannot mandate liquidity.
You must make it attractive for people to show their hands without the
fear of being picked off. If atrader shows impatience, he or she will not
get agood price.

E. Do Markets Benefit from HFT?

We discussed above several widely ascribed, but not universally acclaimed,
benefits of HFT to equity markets (i.e., alowering of the bid-ask spreads, reduced
volatility, and increased a beit short-term liquidity). However, not everyone agrees.
Professor Jagannathan suggests that the benefits of HFT have perhaps not been
sufficiently or correctly studied:

The relative benefit if all trading once at the end of day as opposed to
HFT has not been established. When people say markets are better off
because of HFT, no one has correctly measured this against benefit of
trading at alower frequency. Think about it. Suppose | know that something
is happening and trade. My trade will affect the price at a point in time.
Doesit really matter if | know the price at exactly the minute rather than
at the end of the day? At the fundamental level, HFT will not make us
much better off.

Angel et al. (2010) perform a detailed analysis of changes in equity trading
over the last 10 years. They conclude that the market quality has improved. But
James Angel, co-author of the study and associate professor of finance at
Georgetown University’sM cDonough School of Business, questionsif pushing trading
ever faster produces a real benefit:

Market-makers buy on a dip and sell on a rebound. They have made it
easier for the long-term investor to trade at lower costs. Cost reductions
were realized as computers replaced humans as market-makers. No one
would say that pure market-makers have hurt the investor. But how much
benefit isthereif pricing is made more accurate in seconds as opposed to
in minutes? It is debatable.

Professor Spatt comments that the current environment has promoted more
competition in the equity markets and that the competition has been beneficial. But
he suggests that there is not enough competition in other markets. In particular, he
observes that there is inadequate attention on the bond market microstructure.

One benefit that the equity exchanges have seen is increased attention being
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paid to listed firms, at least the larger of the listed firms. A representative from a
major North American exchange remarks:

The net benefit is that we have a better market with the participation of
HFTers. HFTers entry into the Canadian market led to an influx of new
participants in the exchange. As aresult there is a diversification of the
order flow and of trading strategies. Previously, in Canada, there was a
concentration of market participants. A knock-on effect is that, as big
names in the U.S. set their sights on Canada, others opened their eyes
and began to look at the Canadian market. Asliquidity improves, astrading
velocity grows, the increased activity on listed shares means that firms
that were before screened out by filters that screen out stocks that trade
lessthan 1 million shares aday are now traded. There is abenefit for the
firms as this gives them greater access to capital, lowers the cost of
capital. What happenson an intraday basisdoesnot have amaterial impact
on the long-term investor if not when the investor wants to get into the
market. And when the long-term investor wants to get into the market,
he/she finds a buyer/seller. Speculators facilitate the trade; they are a
necessary element of the market place.

It might be, however, that the activity of HFTers is keeping some investors
away from the equity markets. Spicer (2010) refersto datarel eased in the beginning
of September 2010 that show that flows have exited U.S. mutual fund accountsin
every week since the May 6th flash crash. He writesthat these outflows are fueling
speculation that the crash continues to undermine investor confidence. Fabozzi,
Focardi, and Jonas (2010) remark that following the 2007—2009 market turmoil,
regaining investor confidenceisthebiggest challengefor all inthefinancial services
industry. Retail investors have seen strong market movements without any
fundamental reason for the ups and downs. According to sources for that study,
such movements are reinforcing peopl€e’s perception that markets are casinos and
an inappropriate placement for one’s savings.

Nevertheless, Professor Jagannathan believes that, if market participants are
uneasy about trading in venues where HFTers are active, they can trade el sewhere:
“HFTers can trade among themselves and this might keep investors away. People
could invent other markets, for example, you could have one auction aweek much
as the old Dutch auction system. If the activity of HFTers gets really bad, people
will invent other things such as dark pools; it isan easy thing to fix.”

F. Does HFT Introduce New Market Risks?
Generally speaking, thereislittle understanding of the highly secretive strategies
used by HFTers. A representative of a U.S. options exchange comments:

If a HFTer does pure arbitrage and is not predatory, not manipulative,
thereisno problem. The problem isthat we do not know. The SEC isnow
requesting al exchangestoidentify HFTersby someformula, for example,
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more than 399 trades/day and to tag trades for analysis. From the
exchange's standpoint, it is not possibleto tell what the trader isdoing as
he/she might be doing something in other markets, exchanges. It is hard
to tell an elephant from touching one part of the body.

One problem is that data that have been collected by the regulators have not
helped to elucidate trading practices. Professor Donefer notes:

Theproblemisthat regulatorshave been running at their studieson players,
for example, broker-dealers, hedge funds, etc. FINRA [the largest
independent securities regulator in the U.S.] has no clue asto the kind of
trading being done and the strategies behind it. Regulators should require
tagging of orders by algos as opposed to by category of players.

To our knowledge, academic studies have not reveal ed any evidence of dubious
practices by HFTers such as “front running,” a strategy based on anticipating the
arrival of large orders. The (probabilistic) knowledge of the arrival of large orders
isin itself obtained through other practices such as “pinging,” which consists of
issuing and cancelling orders in the space of afew milliseconds in order to revea
pools of existing liquidity. Nor, to our knowledge, have academic studies produced
evidence of market manipulation.

Addressing the question of new risksintroduced by HTF, Professor Hendershott
remarks:

| am not sure that we have any evidence so far of new risks, but that does
not mean it could not happen. Isthe fear that algos create prices causing
people to not understand what is the correct price in the market, either
intentionally or unintentionally?1f someoneiscausing pricesto moveina
way asto not reflect information, others can trade against them and make
money.

On the other hand, sources agreed that new risks related to technology and
speed have been introduced. Professor Angel remarks, “ The high-speed world might
produce some high-speed risks.” HFT can ultimately be described asfast machines
trading against other fast machines. Professor Angel adds:

| do not think HFT makes it easier to manipulate the market. Games to
mani pul ate the markets have been going on for 400 years. If anything, it
isnow harder to manipulate the market. But the big problem is markets
act so quickly now. Can something go wrong? Yes, consider, for example
May 6 (2010). There are various risks, such asrun-away agos, computer
failures, intentional hacking, programming problems. Yes, the system is
vulnerable to breakdown, to attack. So you need to have something in
placeto respond asquickly aspossiblewhen computerscrash, for example,
circuit breakers, for when machines malfunction.

Persons we interviewed believe that the biggest problem with HFT is the
possibility of cascading effects (not the creation of bubbles) or system collapse due
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to the high speed of trading or an excessive number of messages. Professor Donefer,
who developed his argument in an article recently published in The Journal of
Trading (2010), remarks:

HFT and direct market access represent an additional risk in that all
strategies that track markets are pegged to NBBOs. Imagine that one
algo goes wild. All other markets see this, reset their prices, and thereis
a cascading effect. There are too many models based on the same
information, too many crowded trades.

Relative to cascading effects, Professor Voev comments:

When you have computers programmed to trade on price patterns, you
might have avalanche effects. Automatic trading can push prices way
too low. If markets are efficient, the price bounces back to fundamental
values. But in some cases prices do not bounce back because there is
general market uncertainty and no one knows what the price should be.

In this sense, protecting the system is more a question of intelligent design of
trading than theissuing of rulesbanning thisor that process. Referring to the use of
rule-based trading algorithms, Professor Jagannathan comments:. “Anything that is
mechanical, rule-based, needs oversight rules. Things change as you go along —
portfolio insurance, the May 6 flash crash — and you need intelligent rules for
trading. If there is alarge change in the price, rules should be in place to handle
such situations.”

Sources pointed to the flash crash of May 6, 2010, when the Dow Jones
Industrial Average lost some 700 points before sharply rebounding in the space of
just 20 minutes, to argue that the presence of HFTers likely helped the markets
bounce back rapidly. Professor Donefer remarks:

If you look at the flash crash of October 1987, there were market-makers
but people walked off the floor, and those that did not risked bankruptcy.
Greenspan was just in as head of the Federal Reserve, and ordered the
banks to lend money to market-makers to keep them solvent, to help the
markets recover. It took one year for markets to recover from that crash.
With theflash crash of May 6th and the presence of statistical arbitrageurs,
HFTers, the market recovered in matter of less than one day as these
people got back into the market. When markets start to crash, risk models
take over if the firm’s jeopardy is at stake. These firms are no longer the
family businesses such asthosein the 1987 crash, but corporations. They
use more sophisticated risk models. If they see too much capital at risk,
they walk away from the markets. But they come back minutes later
when profit opportunities are identified. | have no first-hand knowledge
of what happened but my perception isthat among the playersin the May
6th flash crash, there were high-frequency market-makersas Getco, Virtu,
and Knight Capital. They al came back into the market right away.
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In addition to the risk of cascading effects or technology-related risks due to
the speed and messaging typical of HFT activity, sourcesidentified other risks such
as increased correlation. Professor Hautsch observes, “HFTers try to exploit
statistical arbitrage. This leads to greater correlations across markets, assets,
instruments. Inturn, diversification effects are weakened, leading to increased risk.
Greater efficiency isagood thing but more correlationisarisk: Many nice portfolio
models don’t work anymore.”

G. Is New Regulation Needed to Limit These Risks?

Though sources agreed that HFT hasintroduced new risksrelated to technology,
there was no consensus as to how exchanges or regulators should respond. Some
sources were in favor turning off the quant models and keeping only the market-
makers or end buyers/sellers going; others suggested the use of circuit breakers.
Commenting after the May 6th flash crash and the regulators’ move to bust trades
when prices moved far from their value, Professor Angel remarks, “Markets can
get into situations, chaotic events in which an algo can push a price far from its
value. | favor circuit breakers and then switching to adifferent market mechanism,
shutting all computers asis done at the Deutsche Boerse and then starting all over
the morning after with an auction.”

However, not al our interviewees were in favor of circuit breakers. Professor
Spatt argues against circuit breakers as they are disruptive of the trading process
but isin favor of filters to catch mistakes. Professor Spatt is concerned about the
risks created by intervention:

May 6th was a fiasco but one risk now created is that liquidity won’t
arrive because of alack of clarity in the process given the regulator’s
decision to cancel trades whose price movement was more than 60%
while trades whose price movement was under 60% were not canceled.
People are not under an obligation to keep providing liquidity and will pull
back if they don’t understand what the regulator’s response to a situation
will be.

On October 1, 2010, the SEC released its report on the May 6th flash crash.
The report attributes the crash to a cascade effect following an unusualy large
trade ($4.1 billion). Two observations can be made.

1. It has been well established that intraday returns are fat-tailed, as are
the size of trades and indeed the capitalization of firms. In consequence,
one should expect fat-tailed returns even in the absence of cascading
effects. Aspointed out by our interviewees, the rapid recovery of markets
after initial 1osses provides a positive evaluation of the robustness of the
system.

2. Cascading effects can occur again, as our interviewees remarked.
However, avoiding cascading or limiting its effectsisaquestion of system
design. It might be avery difficult objective to achieve with regulation.
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One area of consensus on the need to regulate was on sponsored access.
Sponsored (or naked) access gives trading firms using brokers' licenses unfettered
access to stock markets. The Boston-based research firm Aite estimates that by
2009 38% of all U.S. stock trading was done by firms using sponsored access to
themarkets. Thefear isthat naked access— typically without (adequate) validation
of margins — via direct market access may create strong short-term price
movements up or down and liquidity crashes.

Professor Hautsch comments, “ The problem is not just HFT or direct market
access (DMA) but a combination of this together with high leverage, stop orders,
naked access, etc. But thisdoes not product bubbles. In normal times, naked access
is not a problem but in non normal times, if al the effects come together, it can
produce a cascading effect. What is missing is a warning system.”

Most sources expect the SEC to act soon on restricting naked access.

H. Who Profits from HFT?

As to who profits from HFT, afirst answer, of course, is that HFTers profit
from HFT. Early estimates by the Tabb Group put HFT profitsin the U.S. equity
markets for 2008 at $21 billion, but the figure was subsequently revised downward
to $7-9 billion. Perhaps coincidentally, theearlier figureiswhat Kearnset al. (2010)
estimated to be the maximum that an omniscient HFTer could earn on the U.S.
equity markets. Nevertheless, it wasreported that Citadel realized a$1 billion profit
from HFT in 2007.

If the $7-9 billion estimated profits for HFT is close to reality, global profit
opportunities on U.S. equity markets appear to be relatively small, but this number
should not be surprising: Ultimately, HFT exploits small inefficiencies left after
major trends have been exploited. HFT requiresvery liquid markets. Irene Aldridge,
managing partner of Able Alpha Trading LTD, a proprietary firm specializing in
HFT, writesthat HFT isnot profitableinilliquid markets (2010a).

There is some expectation that HFT will be less profitable in the future, at
least in U.S. equity markets. Professor Angel remarks:

Basic statistical arbitragetrading strategy issimple, straight forward, so it
is a cut-throat commodity business. To survive, you must be a low-cost
producer and do it in scale. There is a lot of competition out there as
anyone can buy a computer — they are fairly cheap. The intense
competition has pushed margins down to amost zero. HFT will not go
away but we will see a shake-out of the less efficient, less intelligent
players.

As U.S. equity markets become more efficient thanks to tick-by-tick HFT
strategies, sources expect that the diminished returns will see HFTers looking for
other sources of profits, including the extension to other asset classes, optionsmarkets,
and dark space.

IsHFT azero-sum gamein which the HFTers profits are gained at the expense
of other, more slow-moving traders? On her web site Aldridge (2010b) writes,
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“While no institution thoroughly tracks the performance of high-frequency funds,
colloquial evidence suggeststhat the majority of high-frequency managersdelivered
positive returns in 2008, while 70% of low-frequency practitioners lost money,
according to The New York Times.”

Others suggested that HFTers may have taken the place and profits of other
players, such as the market-makers and investment banks. Professor Hendershott
comments, “It ispossible that HFT firmsare not causing a change in the amount of
trading profit but are taking the profit for themselves. For example, market-makers
and banks used to make about $5 billion ayear and now thisfigureis zero or close
to zero.”

The exchanges themselves stand to raise transactional and other revenues as
they gear up to support HFTers with high-speed computers and communications
and co-location facilities. A source at amajor North American exchange comments,
“Co-location isavery strong source of revenues, customer loyalty, and stickiness.”
But the revenues come at a cost: The exchanges are beefing up their investment in
technology to meet the needs of HFTers.

It is enormously expensive for an exchange to support HFT. Exchanges need
to constantly upgrade their architecture to process more messaging. According to
industry sources, it is not uncommon for HFTers to send more than one million
messages a day and trade only a few contracts. One source comments:

From atechnological point of view what is needed is having the required
robustness, constantly upgrading from one gigabyte to 10 gigabytelines,
more and more powerful servers, faster speeds, next generation of
computers. But next generation architecture is more and more expensive.
We are moving towards software to eliminate latency in the computer
reading the software code. Software-on-a-chip servers are priced at
$100,000 versus $5,000-7,000 for today’ s servers. Today we are processing
ordersat 500 microseconds but racing to do so at single-digit microseconds.

Theracefor speed has al so benefited technol ogy suppliers. One North American
source observes, “We have seen aproliferation of technology vendors— hardware,
software, middlewear, smart order systems, security... The number of technology
suppliers around has tripled over the last 12—18 months.”

Sources from the exchanges also identified benefits for firms listed on the
exchange. As mentioned above, at |east one exchange evaluates that the activity of
HFTershasbrought moreinvestorsto the exchange'slisted firms, thereby increasing
their access to capital and reducing its cost.

Nevertheless, there is concern that the activity of HFTersis concentrated on a
small number of stocks. A representative from a U.S. exchange observes, “We
have seen a greater concentration [of trades] in the last two years than in the last
10 years. It is very dangerous for an exchange when there is so much interest in
few names, when all investments concentrated around a few names. We lose
flexibility.”

For the investor at large, retail, or institutional, the benefits are not so clear.
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While most sources believe that the cost of trading and bid-ask spreads have been
reduced by the activity of HFTers, there isto our knowledge no study that factors
in the cost of exchange infrastructure needed to service HFTers and how this cost
affects the total price of trading. Professor Hendershott comments:

A most | egitimate concern outside of manipulation isthe over investment
intechnology, for example, end users of assets asVVanguard, Fidelity want
to find each other and trade directly. The question is: Is the system such
that whatever the end user does, he/she finds a HFTer on the other side
of thetrade? So instead of selling to another end user, theinvestor sellsto
an HFTer which in turn sells to another end user. This would be a bad
thing as trading would become more costly and, normally, a buy/sell
transaction should be mutual. ...HFTers takes some dlice; we can try to
get around this with dark pools, for example, a call-auction that occurs
once a day. It would reduce the role of the HFTers.

IV. CONCLUSION

In this paper, we analyzed high-frequency trading (HFT) and its econometric
foundation based on high-frequency data. From thisanalysisit is possible to argue
that HFT is a natural evolution of the trading process, enabled by advances in
computer and communicationstechnol ogy and a high-frequency flow of tradesdue
to algorithmic trading by long-term investors. High-frequency traders (HFTers)
employ computerized algorithms and fast computers and communications channels
to exploit this*raw material.”

Empirical anaysishas shown that the presence of HFTershasimproved market
quality in terms of lowering the cost of trading, adding liquidity, and reducing the
bid-ask spreads. This improvement in market quality comes at a cost as HFTers
make a profit, albeit not a very large profit, as a percentage of trading volume.

Given the short-time nature of HFT and the fact that positionsare typically not
carried overnight, the potential for market manipulation and for the creation of
bubbles and other nefarious market effects seems to be modest. The problems
posed by HFT are more of the domain of model or system breakdown or cascading
(typically downward) price movements as HFTers withdraw liquidity from the
markets. The former poses a challenge of the design of electronic trading facilities.
As for the second, solutions have been proposed including slowing down or
interrupting the trading process or changing the trading mechanism.
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CLEARING HOUSE, MARGIN
REQUIREMENTS, AND SYSTEMIC RISK

Jorge A. Cruz Lopez, Jeffrey H. Harris, and
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Margins are the major safeguards against default risk on a derivatives
exchange. When the clearing house sets margin requirements, it does so by
only focusing on individual clearing firm positions (e.g., the SPAN system).
We depart from this traditional approach and present an alternative method
that accounts for interdependencies among clearing members when setting
margins. Our method generalizes the SPAN system by allowing individual
margins to increase when clearing firms are more likely to be in financial
distress simultaneously.

t turmoil infinancial markets has heightened the need for well-functioning

clearing facilities in derivatives markets, particularly when large market

articipants arein financia distress and eventually default (Acworth 2009;

Pirrong 2009; Duffie and Zhu 2010). In aderivatives exchange, the clearing house

isresponsiblefor the clearing function, which consists of confirming, matching, and

settling all trades. The clearing house operates with a limited number of clearing

firms or futures commission merchants, which are private firms that have the right

to clear trades for themselves (i.e., proprietary trading), for their own customers,
and for the customers of non-clearing firms.!

1. While derivatives clearing systems have been devel oped to deal with exchange-traded futures and
options, there is strong pressure to force over-the-counter derivatives to go through similar clearing
processes (Acharya et al. 2009; U.S. Congress' OTC Derivatives Market Act of 2009; U.S.
Department of Treasury 2009; Duffie, Li, and Lubke 2010). In response, the CME, Intercontinental
Exchange, and EUREX have recently created clearing facilities for Credit Default Swaps (CDS).
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In order to mitigate default risk, the clearing house requires clearing members
to post margin (i.e., collateral). At the end of each day, the clearing house marks-
to-market all outstanding trading positions and adjusts margins accordingly. A
problematic situation arises, however, when the daily loss of aclearing firm exceeds
its posted collateral. In this case, the firm may decide to default on its obligations,
and the clearing house may have to draw on its default fund to compensate the
winning counterparties.? Eventually, the clearing house may default aswell after its
default fund has been exhausted. This scenario, as unlikely as it may appear, is
plausible, especidly if several large clearing firms are in financial distress and
ultimately default. It isalso economically significant, becausethefailure of aclearing
house would cause amajor systemic shock that could spread default risk throughout
the financial system.

Current practice on derivatives exchanges is to set the margin level of a
derivative contract in such away that it leads to agiven target probability of aloss
in excess of themargin (Figlewski 1984; Booth et al. 1997; Cotter 2001). Similarly,
for aportfolio of derivatives, the margin requirement is derived from adistribution
of simulated losses associated to the current portfolio positions (e.g., the Chicago
Mercantile Exchange’'s SPAN system). We depart from this traditional view and
account for tail dependence in the losses of clearing firms when setting collateral
regquirements. More specifically, we alow the margin requirements of a particular
firm to depend not only on its own trading positions but aso, potentially, on other
clearing firms’' positions. The basic intuition behind this concept isthat the collateral
requirement for a given clearing firm should increase when it is more likely to
experience financial distress at the same time as other clearing firms.

Joint financial distress and defaults are more likely to occur when the trading
positions of different clearing firms are similar or when they have similar risk
exposures. Conceptually, the main cause of correlated trading across large clearing
firmsisthat they shareacommon (and superior) information set. Thisinformational
advantage leadsto similar directional trades. Furthermore, much of the proprietary
trading activity on derivatives exchanges consists of arbitraging futures and over-
the-counter markets or cash markets (e.g., cash-futures arbitrage of the S& P 500
index and eurodollar-interest rate swap arbitrage). As a result, if large clearing
firmsexploit similar arbitrage opportunities, they will have similar trading positions.
Empirical evidence of correlated trading among large financial institutionsisfound
in many settings, including futures markets. Using datafor all Chicago Mercantile
Exchange’'s (CME) clearing firms, for instance, Jones and Pérignon (2010) show
that extreme losses by systemically-important clearing firms tend to cluster. This
finding suggests that the derivative positions of the largest trading firms can be at
timesvery similar.

Our approach for computing margins can be summarized as follows. We start
from the trading positions of each clearing firm at the end of a given day. We then

2. Although exogenous events unrelated to futures losses might also result in default, we do not
specifically address these situations.
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consider aseriesof scenariosinwhich boththelevel and thevolatility of al underlying
assets are shocked by an arbitrary amount —in the spirit of stress testing. For each
scenario, we mark-to-model the clearing firm'’sportfolio and compute the associated
hypothetical profit-and-loss (hereafter P&L). The standard collateral requirement
of each clearing firm is equal to the g% quantile of the simulated P& L across all
considered scenarios. Then for each pair of clearing firms, we compute the
coefficient of lower tail dependence from the vectors of hypothetical P& L of both
firms. Thiscoefficient is defined asthe probability of two clearing members having
simultaneous extreme trading losses. We then set the collateral requirement of
each clearing firm asafunction of the highest coefficient of tail dependence between
thisfirm and every other clearing firm. We show that accounting for interdependencies
among clearing members reducesthe likelihood of several clearing members being
simultaneously infinancial distress, aswell as, the magnitude of the margin shortfall
givenjoint financia distress, which greatly lowers systemic risk concerns.

Our methodology displays several attractive features. First, it is perfectly
compatible with existing risk management techniques in place in derivatives
exchanges, such asthe SPAN system (Chicago Mercantile Exchange 2009). Second,
our methodology can be applied at adaily or even higher frequency. Thisisimportant
as an increasing number of derivatives exchanges mark-to-market positions twice
a day (e.g., EUREX). Third, our approach differs from the “concentration risk”
collateral method, which is most typically applied at the individual firm level. For
instance, the Chicago Mercantile Exchange' s clearing house monitors concentrations
by focusing on the proportion of open interest on agiven contract that is controlled
by asingle clearing firm, and it assigns additional margin to reflect theincremental
exposure due to concentration.

In terms of methodology, this paper is at the confluence of two streams of
literature. First, we rely on modeling techniques for extreme dependence as in
Longinand Solnik (2001), Ang and Chen (2002), Poon, Rockinger, and Tawn (2004),
Patton (2008), and Christoffersen et al. (2010). While previous papers focus on
stock or hedge fund returns, we show that tail dependence can aso be very useful
to jointly model clearing members P&L on a derivatives exchange. Second, our
analysis builds on the recent literature on systemic risk. Adrian and Brunnermeier
(2009) introduce the CoVaR measure that is the VaR of the financial system
conditional on the distress of a given financial institution. Then they estimate the
ACoVaR(firmi) = CoVaR(system|firmi) - VaR(system) that captures the marginal
contribution of a particular institution to the overall systemic risk. Related studies
by Acharya et a. (2010) and Brownlees and Engle (2010) focus on the Marginal
Expected Shortfall of a given bank, defined as the expected loss of a particular
firm conditional on the overall banking sector being in distress. Similar to these
papers, we measure, and attempt to internalize, the potentially negative externalities
of having interconnected market participants. Although in the same spirit, weuse a
totally different methodology and focus on margin requirements and the risk that
correlated positions pose to the clearinghouse.
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Theoutline of the paper isthefollowing. In Section I, we show how to estimate
tail dependence among clearing firmlosses. In Section |1, weformally describe our
methodology to set collateral as a function of tail dependence. We compare the
performance of our method to the standard margining system using simulationsin
Section 1. Section 1V summarizes and concludes our paper.

I. TAIL DEPENDENCE

In derivatives markets, margins serve as performance bonds to guard against
default. In our work, the performance bond B,, represents the margin requirement
imposed by the clearing house on clearing flrm iattheendof dayt,fori=1,...,N.
Thisperformance bond depends on the outstanding trading positions of the clearing
firm. The variation margin V,, represents the aggregate mark-to-market profit or
loss of clearing firmi on day t The relative variation margin R is defined as:

Ro=— &y
t=

B

Clearing firm i isin financial distress at timet if R < -1, or equivalently if
B .. tV,<0 sncelnthlscasethetradlngIossexceedspostedcollateral In such

asituation, the clearing firm may decideto default, which would generate ashortfall
in the system that needs to be covered by the clearing house.

By definition, tail dependence measuresthe probability of two random variables
having simultaneous extreme eventsin the same direction. We define the coefficients
of upper and lower tail dependence to quantify the comovement in revenues across
clearing firms in extreme market conditions. In our context, the tail dependence
structure capturesthe degree of diversification acrossclearing firmsand thelikelihood
of having simultaneous financial distress across several clearing firms. The
coefficient of upper tail dependence of the relative variation margins of clearing
firmsi and j at timet isdefined as:

oy = imPrR 2 F (o) R 2 F o)l =limPrR = F, ™ (o) R2F )]
@

where F,(R) denotes the marginal cumulative distribution function of R fori =1,

.., N, andae (0, 1) representsthe marginal cumulativedistribution level. Likewise,
the coefficient of lower tail dependence of therelative variation margins of clearing
firmsiand j at timetisdefined as:

5 =lmPrR <F (o) R <F (o)) =limPR <F (o] [R < Ffl(azls |

Because we are primarily concerned with shortfall in the clearing system, we
focus on the lower tail and simplify the notation asfollows:7; ; = T i -
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We modd trading revenue dependence across clearing firmsby using abivariate
copula(Patton 2009). A copulaisafunction that linkstogether marginal probability
distribution functions, say F(R) and FJ.(RJ), to form a multivariate probability
distribution function, in this case F(RI,Ri). According to Sklar’s Theorem (Sklar
1959), if the marginal distributions are continuous, there exists a unique copula
function C such that:

F(R R)= C(F(R), F(R) (4

Severd featuresof copulasare useful in our context. First, marginal distributions
do not need to be similar to each other. Second, the choice of the copula is not
constrained by the choice of the marginal distributions. Third, copulas can be used
with N marginal distributions. Fourth, the use of copula functions enables us to
model the tails of the marginal distributions and tail dependence separately. This
last point isvery important in our case becausein amultivariate setting, the likelihood
of an extreme event can increase either because of fatter tails in the marginal
distributions or because of fatter tailsin the joint distribution function.

A natural candidatethat allowsustoincorporate tail dependenceisthe Student
t-copula. Let t be the univariate Student t probability distribution function with v
degrees of freedom. Then, for continuous marginal distributions, F, (R) , the bivariate
Student t-copula, T, is defined as:

T,v(F(R).F(R))=1,,(R.R)) )

where t. is the bivariate distribution corresponding to t and pe [-1,1] is the
correlation coefficient between R and R.

A Student t-copula corresponds to the dependence structure implied by a
multivariate Student t distribution. Itisfully defined by the correlation of theimplicit
variables, p, and the degrees of freedom, v. The degrees of freedom define the
probability mass assigned to the extreme co-movements of the relative variation
margins (both positive and negative). In addition, this copula assigns a higher
probability to joint extreme events, relative to the Gaussian copula, the lower the
degrees of freedom, because a Student t copula with v, — oo corresponds to a
Gaussian copula.

Student t-copulas allow us to readily obtain an estimate of the coefficient of
lower tail dependence based on the correlation coefficient and the degrees of
freedom (Cherubini, Luciano, and Vecchiato 2004):

—J/v+1 /ﬂ
1+p

As can be seen from this equation, two parameters, the correlation coefficient
and the degrees of freedom, fully describe the dependence structure of trading

T, = 2,4

(6)
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revenues. I ntuitively, larger correlationsand lower degrees of freedom lead to higher
tail dependence.

We implement a two-stage semiparametric approach to estimate the pairwise
copulasacrossall clearing firms. Thefirst stage consists of estimating the empirical
margina distribution of the trading revenues of each clearing firm. The second
stage consists of estimating the t-copula parameters, p and v, for every pair of
clearing membersthrough maximum likelihood (Genest, Ghoudi, and Rivest 1995).

II. COLLATERAL

In this section, we propose a new way of setting margin requirements for
clearing firms. Our approach accountsfor both tail risk and tail dependence structure
across clearing firms. We consider a derivatives exchange with N clearing firms
and D derivatives contracts (futures and options) written on U underlying assets.
Let w,, be the number of contractsin the derivatives portfolio of clearing firm i at
the end of day t:

()

We consider two ways of computing the margin requirement of a clearing
firm, which we present in turn below.

A. Standard Collateral Requirement

The standard collateral requirement isapplied on afirm by firm basis, without
regard to correlations across firms. As in the SPAN system utilized by the CME,
we consider a series of S scenarios based on potential one-day ahead changes in
the value (AX) and volatility (Ac,) of the underlying assets, aswell asin thetimeto
expiration of the derivatives products. For each of the S scenarios, we revaluate
the portfolio (i.e., we “mark-to-model” its positions) and compute the associated
hypothetical P& L or variation margin on the portfolio:

Vi = )

The standard collateral requirement, B, corresponds to the g% quantile of
all simulated P& L across all considered scenarios:

Pr[V$ <-B., =g 9)

it+1 —

withs=1,..., S Thus, B accountsfor the potential financial distress of a particular
clearing firm, but it ignores its interdependence with other clearing members. In
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this standard case then, the total collateral collected by the clearing house at timet
fromall clearing firmsis:

N
B = Z B (10)
i=1

B. Tail-Dependent Collateral Requirement

The tail-dependent collateral requirement is based not only on the magnitude
of simulated losses (as in the standard collateral requirement) but also on the
dependence structure across clearing firms simulated losses. Our objective is to
increasethe collateral requirement for each individual firm by an amount proportional
to itsdegree of dependence with other firms, with theincreased collateral matching
theincremental risk presented to the clearinghouse from potentially correlated osses
among clearing members. Consider the portfolios of derivatives contracts of two
clearing firms at the end of a given day:

W1t

1)

Wbt

For each clearing firm, we compute the variation margins generated by the S
scenarios described in the previous section:

12)

From Equation (12), we compute B, and B, as in equation (9). The tail
dependence between the clearing firms' simulated rel ative variation marginsisgiven

by:

- . ~ -1 ~ 1
Tje=limPriR ;< Fi,t—&-l(a)‘Rj,H—l < Fj,t+1(a)} 13

a—0

where F~§M :\ZMI B ;. With N clearing firms, we end up with N(N-1)/2 tail
dependence coefficients, which can be presented in alower diagona matrix:

721

731 132

N2 TN2 oo TNGN-L
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For each clearing firm we conservatively set its collateral requirement as a
function of the highest coefficient of tail dependencewith respecttoall other clearing
firms:3

N
T, = max{ri’j’t}j:l'jii (14)

B, =B X emaX{W(fi'rz);O} (15
where y is the tail-dependence aversion coefficient and z is a threshold ta*il
dependence coefficient below which the collateral is not affected, that is: B ;
=B, if 7;; <z.Thus, the total collateral collected by the clearing house

becomes:

N
B = Z Bi*,t (16)
i=1

Notice that in the degenerative case wherey = O or if 7;, < z, we get the
standard collatera requirement B. Thus, the standard collateral requirement (i.e.,
the SPAN system) isa special case of the tail-dependent collateral requirement. In
other words, our approach can be seen as a generalized SPAN system. An
implication of thisresult isthat B[ > B,.Asanillustration, weplotin Figure 1 the
level of tail-dependent collateral for different coefficients of tail-dependence aversion
(y=0.3,0.5,1), =0.10, B =100, and for atail parameter ranging between 0 and 1.
Noticethat no additional collateral isrequired for low coefficientsof tail dependence.
The required collateral increases with higher tail-dependence aversion, a choice
variable for the clearing house, and with higher tail dependence, a parameter that
can be estimated from simulated trading revenues.

III. CONTROLLED EXPERIMENT

To demonstrate the difference between the standard and tail-dependent
collateral requirements, we consider a derivatives exchange with N clearing firms
and two call options written on different underlying assets. Four clearing firms are
assumed to be systemically important (n = 4) dueto their size, so we focus on their
margin requirements. Panel A of Table 1 displays the trading positions of these
systemically important members in three different states: (1) low tail dependence,
(2) moderatetail dependence, and (3) hightail dependence. Thefirst stateis obtained
by selecting orthogonal trading positions across the systemically important firms.
For the remaining states, the level of tail dependence is gradually increased by
allowing the second firm to hold a position that progressively resemblesthat of the
first. Notice, however, that the positions of thefirst, third, and fourth clearing firms
remain constant across states. In addition, non-systemically important clearing firms

3. Asanested case, the standard collateral requirement case implies zero tail dependence.
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Figurel. Tail-Dependent Collateral.

300 -
= B*(y=0.3})
250 -
== ==B¥(y=0.5)
....... #y=
200 - B¥(v=1)
*
o .
T
g B0 e eeeemTT
s ettt ae=m==T —
8 it oo
100 i
50
O T T T T T T T T

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Coefficient of Tail Dependence (1)

Notes: This figure presents the level of tail-dependent collateral B* as a function of the
coefficient of tail dependence 7 . The standard collateral requirement B is assumed to be
equal to 100 and the threshold tail dependence coefficient = (below which collateral is not
affected) to 0.10. The tail-dependence aversion coefficient y of the clearing house varies
between 0.3and 1.

are assumed to clear the market in every state. Thus, each option contract isalways
in zero-net supply. _

To simulate the variation margins for each clearing firm (V, ., ) , we define S
scenarios that combine potential one-day changes in the value of the underlying
assets, AX, and AX,, with changes in volatility, Ac,, and Ac,,. For each scenario,
we mark-to-model the positions using the Black-Scholes model and generate a
hypothetical change in the value of the portfolio held by each clearing firm. We
then compute the coefficients of tail dependence between the simulated relative
variation margins as described in equation (13). Panel B of Table 1 shows the
estimated coefficients of tail dependence, and Table 2 shows the parameter values
used for this controlled experiment.

Panel C of Table 1 compares three ways of computing collateral. Thefirst two
arethe standard margin requirement (B) and the tail-dependent margin requirement
(B*) discussed earlier.® The third collateral system aims at being budget-neutral,
and it provides a better benchmark against which to compare the tail-dependent
margining system because it collects the same aggregate collateral. This budget-
neutral margin requirement is defined as:

4. See equation (9) for the definition of the standard margin requirement (B) and equation (15) for the
definition of the tail-dependent margin requirement (B*).
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Table2. Controlled Experiment Parameters.

Par ameter
A. Market and Clearing M embers

Number of derivativessecurities(D)
Number of underlying assets (U)
Number of systemically important clearing members (n)
B. Under lying Assets
Valueof underlyingasset 1 att=0
Valueof underlyingasset2 att=0
C. Derivatives Securities
Strike price of option contract 1
Strike price of option contract 2
Timeto maturity of option contract 1
Timeto maturity of option contract 2
D. Margining Systems
Variation range in the val ue of the underlying assets

Variation range in the volatility of the underlying assets returns
Number of scenariosfor the value of the underlying asset and its
volatility (S)

Quantile for the gandard collateral system (q)

Tail-dependence averson coefficient ()

Threshold tail-dependence coefficient ()

Value

$100
$100

$100
$100
1lyear
1lyear

+ 50%

+ 50%

10,000
5%
0.3
0.1

0 Bt* — Bt :
Bi,t = Bi,t + —fori=1,...,n
n

where the budget-neutral conditionis:

Eﬁ?t — Z B

n n
i=1 i=1

17

(18)

and from equation (15) it followsthat B, =B, =B, when #; ;<7 or v=0.
The results presented in Panel C of Table 1 show that the three margining
systems are equivaent in the low-dependence state and that they diverge as the
level of tail dependence increases to 0.247 in the moderate-dependence state, and
to 0.908 in the high-dependence state. The equivalence across margining systems
in the low-dependence state arises because the tail dependence coefficients are
virtually zero; thus, 7, , < rand BI . = By foral clearing firms. In other words, when
default risk iswell-diversified among clearing firms, the tail-dependent margining
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system converges to the standard system. On the other hand, in the moderate and
high-dependence states, the tail-dependent margin requirement for clearing firms 1
and 2 increases due to their progressively homogeneous trading positions. This
homogeneity is captured by the higher coefficient of tail dependence that is
incorporated into B*.

Notice, however, that the standard and tail-dependent margin requirements of
firms 3 and 4 remain unchanged across states as their positions stay orthogonal
relative to those of the other members. Thisis not true for the budget-neutral case.
The budget-neutral margin requirement increases for all members in the moderate
and high-dependence states. This situation arises because the additional collateral
that would be collected under the tail-dependent margining systemisnow collected
acrossal systemically important clearing firms. Asaconsequence, the budget neutral
collateral requirementsof firms 3 and 4 increasein the moderate and high dependence
state due to the increased tail dependence between firms 1 and 2.

In order to assess the appropriateness of each margining system, we now turn
our attention to their relative performance. We simulate changes in the value of the
call options by randomly selecting one of the Sscenarios. For each margining system,
we compute the probability of financial distressacrossclearing firms, the probability
of joint financial distress, and the magnitude of the average margin shortfall given
joint financial distress. The bottom part of Panel C in Table 1 showsthe probability
of financial distress (i.e., the probability that B, _, +V, < 0) across clearing firms.
Since the quantile for the standard margining system, g, was set to 5% in the
simulation (see Table 2), the standard system has a distress probability of 5% in all
scenarios by construction.

Similarly, in the low-dependence state, when B, = E{t = Bf”t for al clearing
firms, the probability of financial distressis 5% across margining systems. In the
moderate and high-dependence states, however, the distress probability is lower
for firms 1 and 2 under the tail-dependent system and lower for al firms under the
budget neutral system because more collateral is required relative to the standard
case.

Atfirst glance, thisresult would suggest that the budget neutral system performs
better than the aternatives because it reduces the unconditional probability of
financial distress across clearing firms. However, Figure 2 shows that the tail-
dependent margining system actually provides a better allocation of margin
requirements. More specifically, thefigure showsthat the probability of joint financial
distress(i.e., the probability of one or more clearing firmsjointly experiencing aloss
inexcessof their posted margin) islower under the tail-dependent margining system,
particularly when tail dependenceishigh.

Notice that the probability of joint financia distress increases monotonically
with tail dependence under the standard collateral system. Differently, for the tail-
dependent system, this probability first increasesin the moderate-dependence state
and then decreases in the high-dependence state. Thisresult arises due to the value
of the tail-dependence aversion coefficient, y = 0.3, and the value of the threshold
tail dependence coefficient, £ = 0.1 (see Table 2), which trandates into a dlight
increase in the required margin for firms 1 and 2 (an additional $173 and $176,
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Figure?2. Probability of Joint Financial Distress
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Notes: This figure presents, for each margining system, the likelihood of several clearing
firmsjointly beinginfinancia distress,i.e, B, +V, < 0, withdifferentlevelsof tail dependence
between clearing firms (low, moderate, and high). The three systems are the standard (B),
tail-dependent margin requirement (B*), and budget-neutral (B°) margin requirement systems.
The results are based on 1,000,000 simulations of the actual changesin the underlying asset
prices.

respectively) inthe moderatetail-dependence state, and asignificantly larger increase
(an additional $1,056 and $1,057, respectively) in the high tail-dependence state.
Similar results can be observed in the budget neutral system for the same reasons.
A monotonic decrease of the probability of joint financial distress could be obtained
for thetail-dependent collateral systemif ahigher valueof yora zof Oisselected.

Finally, Figure 3 shows that the average shortfall (B, _, +V, ), given financia
distress, is lower under the tail-dependent margining system in the moderate and
high-dependence states. Therefore, we can conclude that the tail-dependent
margining system is superior to the other systems because it provides a better
allocation of margin requirements. Thisallocation depends on the composition and
homogeneity of the trading positions of the clearing membersand it provides better
protection against joint negative outcomes.

IV. CONCLUDING REMARKS

In this paper, we present anovel approach to compute margins for a portfolio
of derivatives securities. The innovative feature of this method is to account not
only for theriskiness of thetrading positions of anindividua market participant but
also for the interdependence between this participant’s trading positions and other
participants' trading positions. Our method is a simulation-based technique that
accounts for extreme tail dependence among potential trading losses. Accounting
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Figure 3. Average Shortfall Given Joint Financial Distress.
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Notes: This figure presents, for each margining system, the average shortfall (B, , +V,)

it=1
givenjoint financial distresswith different levels of tail dependence between clearing firms

(low, moderate, and high). The three systems are the standard (B), tail-dependent margin
requirement (B*), and budget-neutral (B°) margin requirement systems. Theresults are based
on 1,000,000 simulations of the actual changes in the underlying asset prices.

for interconnections among clearing firms in a derivatives exchange is shown to
lower the probability of several clearing members being simultaneously infinancial
distress (i.e., when losses exceed posted collateral), aswell asthe magnitude of the
margin shortfall givenjoint financial distress, which decreases systemic risk concerns.

Whileour simulation analysisfocuseson marginsfor option positions, our method
can be appliedto any listed derivatives contract such asfutures, swaps, or exchange-
traded credit derivatives. Furthermore, it isimportant to realize that our approach
should by no means be limited to derivatives exchanges and can al so be used to set
collateral in any financial network. For instance, our method could be used to set
collateral requirements for OTC positions as well.
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WOULD PRICE LIMITS HAVE MADE
ANY DIFFERENCE TO THE
“FLLASH CRASH” ON MAY 6, 20107

Bernard Lee, Shih-fen Cheng, and Annie Koh*

On May 6, 2010, the U.S equity markets experienced a brief but highly unusual
drop in prices across a number of stocks and indices. The Dow Jones Industrial
Average (see Figure 1) fell by approximately 9% in a matter of minutes, and
several stocks were traded down sharply before recovering a short time later.
The authors contend that the events of May 6, 2010 exhibit patterns consistent
with the type of “flash crash” observed in their earlier study (2010). This
paper describes the results of nine different simulations created by using a
large-scale computer model to reconstruct the critical elements of the market
events of May 6, 2010. The resulting price distribution provides a reasonable
resemblance to the descriptive statistics of the second-by-second prices of
S&P500 E-mini futures from 2:30 to 3:00 p.m. on May 6, 2010. This type of
simulation avoids “ over-fitting” historical data, and can therefore provide
regulators with deeper insights on the possible drivers of the “flash crash,”
as well as what type of policy responses may work or may not work under
comparable market circumstances in the future. Our results also lead to a
natural question for policy makers: If certain prescriptive measures such as
position limits have a low probability of meeting their policy objectives on a
day like May 6, will there be any other more effective counter measures without
unintended consequences?
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2010. We will not attempt to repeat those accounts here. We will aim to

provide arelatively straightforward summary, for the purpose of setting the
proper context of our simulation analysis. Given that we are simply summarizing
basic facts for the convenience of our audience, we would like to acknowledge the
relevant sources al at once, including the “ Joint CFTC-SEC Preliminary Report”
and its corresponding “Final Report” (CFTC 2010a,b), aswell as aresearch report
published by the CME Group shortly after the May 6, 2010 incident (CME Group
2010). In addition, we have benefited from primary sources of data provided by the
CME Group aswell asthe SGX .2

Thetrading day of May 6, 2010 started with unsettling political and economic
news due to the European debt crisis. Just one day before, the Greek government’s
debt crisis boiled over into violence on the street of Athens. These factors had
weighed on global markets before U.S. trading hours, and the U.S. equity market
was down in early trading. At around 2:30 p.m. (all times are shown in Eastern
Standard Time), the overall decline suddenly accel erated, after arush of sell orders.
Within a few minutes, both the S& P 500 Index and its June 2010 E-mini futures
dropped by more than 5% (shown in Figure 2).

Staff of the Commodity Futures Trading Commission (CFTC) conducted a
post-mortem analysis of thetop 10 largest longs and shorts. Those analyses suggest
that, in most cases, traders with the largest longs and shorts in fact traded on both
sides of the market. In other words, there was no obvious one-sided “ squeezing” of
the market. The CME order books on futures also showed that there were many
more sell ordersthan buy ordersfrom 2:30 to 2:45 p.m. However, the volume of E-
mini futures surged to eight times that of SPDRs (after adjustments) between 2:45
and 2:50 p.m. To most traders, this was a clear indication that the futures market
was driving the cash market, not the other way around.

The bid-ask of the June 2010 E-mini S& P 500 futureswidened considerably at
about 2:45 p.m., triggering CME’s Globex stop logic functionality. The stop logic
functionality aims to prevent the triggering of stop-loss orders that would have
resulted in transactions at price levels bel ow the contract’s* no-bust range,” leading
to an avalanche of price declines due to order-book imbalances. This functionality
put the market in a “reserve’ state when orders could be entered, modified, or
cancelled but not concluded. It was, in fact, triggered in the E-mini market at 2:45:28
p.m. for five seconds, precisely when the E-mini contract hit its low of the day.
Since futures were not traded during these five seconds, the linkages between the
cash and the futures markets would have broken down despite that, in theory, U.S.
stock futuresthat are traded on the CME are supposed to be coordinated with cash
equity trading on the New York Stock Exchange (NY SE).

The mgjority of the single-name stocks had declines consistent with the 5%
declinein June 2010 E-mini S& P 500, which traded at its low of 1056 by 2:34:28
p.m. However, three stocks — namely, Proctor and Gamble (PG), 3M (MMM),

There are many publicly-available accounts of the market events of May 6,

1. The authors gratefully acknowledge the help from John Labuszewski of the CME Group as well
asthat of Sutat Chew from the Singapore Exchange.
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Figure2. June 2010 E-mini futureson S& P 500 vs. SPDRs.
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and Accenture (ACN) — continued to decline even asthe E-mini S& P 500 contract
hit its low and then began to reverse upward (see Figure 3). These three stocks hit
their Liquidity Replenishment Points (LRPs) at 2:45:52 p.m., 2:50:36 p.m., and 2:46:10
p.m., respectively, while their lowest trading prices of $39.37, $67.98, and $0.01
werereported at 2:47:15 p.m., 2:45:47 p.m., and 2:47:54 p.m., respectively.

Eventually, Nasdag announced that it would bust al trades that were more
than 60% off the market. Of the U.S.-listed securities with declines of 60% or
more away from the 2:40 p.m. transaction prices (resulting in busted trades),
approximately 70% were ETFs. This observation suggested that ETFs as an asset
class were affected more than any other categories of securities. One hypothesis
isthat ETF might have been widely used by investors as inexpensive short hedges
and in placing stop-loss market orders.

Severa hypotheses were raised by the “ CFTC-SEC Preliminary Report to the
Joint Advisory Committee on Emerging Regulatory Issues’ as to what might have
caused the trading experience of May 6, 2010:

1. Disparate trading venues in the United Sates; thisis aso known as
“market fragmentation.” It refers to the fact that multiple exchanges,
aternative trading systems, and private matching networks (dark pools)
run by broker-dealers al trade the same stocks in the United States
simultaneoudy. Whilethe overdl liquidity may appear substantia, whenever
there is a liquidity problem faced by one of the many trading venues
containing afraction of thetotal liquidity, the manner in which that venue
reacts to the problem may initiate an overal chain reaction. Such achain
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reaction may not have happened at all if the total liquidity for each stock
can be consolidated into asingle trading venue.

2. “Liquidity Replenishment Points” (LRPs) at the NYSE and similar
practices. Whenever an LRP is triggered, the NY SE will go into a*“go
slow” mode and pause momentarily to alow liquidity to enter the market.
Thismay have exacerbated the problem, in that automated trading orders
aremost likely rerouted to other possible trading venues, resulting in anet
loss of trading liquidity at the primary market. This may also have the
effect of triggering similar cautionary proceduresin parallel trading venues,
driving liquidity further from the market.

3. “Self-Help remedy.” Two exchanges declared “self help” against
NY SE Arcainthe minutesprior to 2:40 p.m., after NY SE Arcarepeatedly
failed to provide a response to incoming orders within one second. Such
declarations free the declaring exchanges from their obligations to route
unmatched ordersto the affected exchange, resulting in additional loss of
trading liquidity. For instance, ahigh bid and alow ask on the same stock
appearing on two different exchanges, which could have been matched if
there was rerouting, would fail to be matched under such circumstances.

4. Sop loss market orders. Some market participants left sell orders
much lower than current prices as market orders to sell, primarily as a
stop-loss precaution. Those orders were not expected to be executed. In
afast-falling market, these stop-loss market orders might have triggered
a chain reaction of automated selling orders, and the sellers would have
limited time to reconsider those orders. Typically, such orders would be
left by institutional investors, and the quantity involved could be quite
substantial as compared to the existing liquidity for a particular stock.

5. Short sales and stub quotes. Short sales against stub quotes accounted
for more than 70% of the busted trades between 2:45 and 2:50 p.m. and
approached a staggering 90% between 2:50 and 2:55 p.m. The fact that
stub quotes were never intended to be executed, and that there would be
limited (if any) upsideto short selling against near-zero bids, suggeststhat
at least some of these short sales were placed in a somewhat automated
manner, since it would be unlikely for any experienced human trader to
execute such orders.

In Lee, Cheng, and Koh (2010), the authors constructed a simulated market
with multipletypesof computer agents, including amarket maker, systematic traders
(deploying several varieties of trend-following strategies, which are among the most
common techni ques deployed by hedge funds), and “retail-like” investorswho place
randomized bids and asksinthe market in amean-reverting manner. Unliketraditional
market smulations, the evolution of asset prices is the direct result of how these
agents are trading against each other as in real markets, and there are no a priori
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Figure3. June2010 E-mini Futureson S& P500vs. PG MMM, and ACN.
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assumptions on asset price distributions. While market simulationishardly new, the
academic contributions of our work are the following:

(i) We provide aconvincing description of market dynamicsbased on the
structure of the market and the type of participants.

(if) Theresulting price distribution provides a reasonabl e resemblance of
the descriptive statistics of certain commodity markets.

(iii) Yet the simulation does not contain so many degrees of freedom that
it essentialy “over-fits’” historica data, resultingin limited predictive power
andinsights.

Thekey findingsfrom our earlier study include thefollowing:

1. Intheory, trend-following isatrading strategy that can be replicated by
lookback straddles, which is a traditiona “long gamma’ strategy. The
theoretical strategy is supposed to have unlimited upside but limited
downside, much like any option. However, most option pricing theories
work under the unrealistic assumptions of infinite liquidity and zero
transaction costs. What we have observed is that, as we deliberately
withdraw liquidity from the market, the profit-and-loss profiles of thetrading
strategieswill deviate further and further away from the theoretical bounds
derived based on option theories.
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2. Asthe percentage of systematic tradersin the market exceedsacertain
threshold (between 60% and 80%) relative to the total number of market
participants, the bids and offers in the market will concentrate on only
one side of the market, especially during extreme market movements.
Market prices will begin to behave erratically, leading to the eventual
breakdown of the market.

3. Finaly, any attempt to restore market liquidity by changing the “rules
of the game” in the middle of trading is unlikely to produce the desired
outcome. The process for market agentsto adjust to any new set of rules,
aswell assubsequently reversing to the original state of the market, appears
to cause more problems than it solves by creating significant liquidity
disruptionsto the market.

The goal of this paper isto determineif the findings from the earlier paper can
be used to understand and assess potential regulatory responses, such as those
listed in the “Joint CFTC-SEC Preliminary and Final Report.” In particular, the
authors contend that the events of May 6, 2010, show a pattern consistent with the
type of “flash crash” observed in our earlier study. While some commentators
assigned blame to high-frequency trading, our analysis was unable to identify a
direct link to high-frequency trading per se. Rather, the likely causes are the
domination of market activitiesby trading strategiesthat are responding to the same
set of market variablesin similar ways, aswell as various pre-existing schemes that
modify the “rules of the game” in the middle of trading, that resultsin a significant
withdrawal of liquidity during extreme market movements. In addition, certain micro-
structural safety mechanismsin the market, such asthe uneven triggering of circuit
breakers by the cash equity, futures, and ETF markets at different times, may have
exacerbated the problem.

Furthermore, the triggering of the Liquidity Replenishment Points at the New
York Stock Exchange (NY SE), commonly known as “go slow” maode, might have
further driven liquidity out of the market when it was needed the most. Only when
certain stocks reached “ stupid cheap” levels, other investors seized the opportunity
to buy and market prices began restoring to levels consistent with fundamental
valuations. Moreover, the subsequent cancelling of trades by the NY SE has created
a significant worry for market participants (market makers in particular) who can
potentially stepinto provide much-needed liquidity in similar episodesin thefuture.

To achieve our objectives, we have constructed nine different simulations in
this study, in an attempt to recreate various market conditions for the cascading
effects leading to the type of flash crash seen on May 6. Those results alow usto
study the potential effects of:

* imposing position limits by traders.
* changing from continuous time auctions to discrete time auctions.

* imposing price limits during a major market dislocation, with different
trigger levels.
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Figure4. A SampleMarket Sructurethat AgentsNeed to Under stand.
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I. DESIGNING THE SIMULATION PLATFORM

It has been widely speculated that the Flash Crash on May 6, 2010 was caused
primarily by two factors. (a) trading venues with different and often inconsistent
rulesof operationsand (b) complex dependency among multiple assets (e.g., among
index tracking ETFs and its component stocks). The first factor contributes to the
congestion of orders when trading venues are slowing down unevenly, while the
second factor contributes to the contagion of instability from one asset to other
related assets. In order to reconstruct the market conditions leading to the Flash
Crash and to evaluate policiesthat could help preventing similar incidents, we have
developed aredlistic microscopic financial simulation even though, to the best of our
knowledge, no financial simulator can reproducefaithful replicationsof both features.

The simulation platform utilized in this paper is derived from the model first
introduced in Cheng (2007), and used subsequently for analyzing extreme market
conditionsin Leeet a. (2010). In thefollowing subsections, we will briefly describe
the enhancements necessary for the simulation platform to model the two features
mentioned above.

A. Multiple Trading Venues

With any sufficiently generic market engine, introducing multipletrading venues
is relatively straightforward: The engine can simply create additional markets
according to rules as specified by the user. However, the key challenge of having
multipletrading venuesisnot about creeting additiona marketsbut avoiding operationa
bottlenecks. More specifically, we need to address how we can design a conceptual
structure that is understandable by software agents and come up with areasonable
price discovery process under multiple trading venues.

For the software agents that we plan to introduce to the system, they need to
recognize the relationship(s) among multiple markets. For example, for the case
where a particular asset A is traded simultaneously in two markets, an agent needs
to understand that buying and selling A in both marketswill directly affect the position
of A. In other words, agentsin the simulation will need to load aconceptual mapping
like the one illustrated in Figure 4. In our simulation design, we allow structural
information to be defined compactly and all agents are required to load this same
structural information at the starting-up phase. Once such mapping is loaded, an
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Figure5. Introducing Dependenciesto Assets.

agent will then be able to keep an aggregated view on position bal ances through the
linkages between markets.

Another important issue that needs to be addressed when introducing multiple
trading venues is how prices of the same asset are synchronized across different
markets. Take asset A in Figure 4 as an example: An agent intending to establish a
long position in asset A needs to decide which market to trade in, since markets 1
and 2 are running independently and may have different prices. Agents certainly
may have their own logic in deciding which market to go for; however, to simplify
agent design and to emulate real-world trading rules, we assume that all bids and
offers submitted by agents will go through a mechanism similar to the National
Best Bid and Offer (NBBO) rule implemented in the U.S .stock market. In other
words, when picking which market to tradein, an agent will simply pick the market
with lowest ask prices (from all markets) when buying and the market with highest
bid price when selling. Our assumption is that the updates on best ask/bid prices
from all marketswill be instantaneous without delay.

The framework presented above will alow us to design arbitrary market
structures that suit our needs.

B. Complex Asset Dependency

Another important feature that we want to introduce is to allow assets to be
related to each other. For example, the trading price of an index future should be
dependent on the prices of al stock componentsthisindex futuretracks. By alowing
such dependencies, we are effectively linking up independent assets. An example
of such dependency isillustrated in Figure 5.

Prices of linked assets cannot be directly synchronized, since prices of all
assets still need to be determined by the market. Therefore, we need to go through
a market mechanism to synchronize these asset prices. In order to achieve such
synchronization, we introduce a special agent class called the “Arbitrageur.”
Arbitrageurs understand the relationship between assets, and they will trade
whenever market prices are significantly out-of-sync.
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Taking Index A in Figure 5 as an example: By assuming that StocksA, B, and
Careequally weighted in Index A, we can design the Arbitrageur using the following
rulesto eliminate any out-of-sync prices:

«IfBid > (1 +a){AsKy .+ AK, o T AK .} then the arbitrageur
should buy the basket of three stocks and sell the index.

«If (1 +a)Ask . <{Bid,,, +Bid__. +Bid, .} thenthe arbitrageur

should buy the index and sell the basket of three stocks.

The parameter a is introduced to account for market frictions like delays or
transaction costs. Arbitrageur will constantly review its holding, and whenever any
of thefollowing conditionsis met, theArbitrageur will liquidateits positions:

(1) If the price discrepancy disappears, that is, Mid . ~ Mid, . +
Midg ., + Midg ... The tolerance for being “sufficiently close” for
liquidation can be adjusted empirically based on the bid-ask spreads shown

in the tradable assets.

(2) If aperfect arbitrage is unsuccessful because of market slippage, we
will implement a stop-loss rule to “reverse out” from any yet-to-be
completed arbitrage trade based on atime trigger. Thiswill happen when
say only three out of the four legs of the arbitrage trade can be executed
at the intended prices. Thisis an important feature to be included in any
typeof “flood to the gate” scenario, when one or morelegsof an arbitrage
trade is moving away from its intended price and the Arbitrageur has no
choice but to unwind the trade.

(3) If, instead of convergence, an arbitrage trade diverges and creates
lossesinstead of profits, the Arbitrageur will automatically “reverse out”
from the arbitrage trade to prevent any run-away negative P&L. Thisis
consistent with real-world practices and is another important feature to
be included in any type of “flood to the gate” scenario. The trigger for
stop lossisset to 5% initially and will be adjusted empirically based on the
actual price behavior shown in the tradable assets.

The above rules for the Arbitrageur can be easily generalized to include an
arbitrary number of assets and uneven weights.

II. SIMULATION DESIGN

A. Current Study

As mentioned earlier, we have conducted nine different smulations in this
study, in an attempt to recreate various market conditions for the cascading effects
leading to the type of flash crash seen on May 6. Those results allow us to study
the potential effectsof imposing position limitsby traders, changing from continuous



“Flash Crash” on May 6, 2010 65

time auctions to discrete time auctions, and imposing price limits during a major
market dislocation, with different trigger levels.

Specifically, therearethe“deltas’ from one simulation to the next in the current
study:

Smulation 1 — Smulation 2: Compressing the action-reaction time

fromthe“go dow” modein exchange 1tothe“go dow” modein exchange

2, inorder to pinpoint the potential triggering conditions|eading to cascading

effects. The purpose is to illustrate how market micro-structural issues

can make a significant difference to market stability.

Smulation 2 — Smulation 3: Imposing position limits by trader, instead
of typical position limits by symbols (i.e., per stock trading on each
individual exchange).

Smulation 3 — Smulation 4: Changing the clearing mechanism from
continuoustime auction to discrete time auction, which would have negate
any trade execution advantages of high-frequency, algorithm-based trading.

Smulation 3 — Smulation 5: Simulation 5 is a variant of Simulation 3,
in which quotes are not updated during the slowdown.

Smulation 3 — Smulation 6: Simulation 6 is a variant of Simulation 3,
inwhich pricelimitsareimposed when prices have dropped by more than
40%, respectively, when compared to the base prices that are sampled
from the last done prices every 60 seconds.

Smulation 6 — Smulation 7: The trigger level above is set to 30%
instead.

Smulation 7 — Smulation 8: The trigger level above is set to 20%
instead.

Smulation 8 — Smulation 9: The trigger level above is set to 10%
instead.

B. Technical Descriptions of Market Agents

For each stock, there are two markets in which it can be traded, with one
market being roughly twice aslarge asanother market (intermsof initially-available
liquidity). Each stock isserviced by aMarket Maker (MM) that iswilling to provide
liquidity by earning asmall fee; the Index market, on the other hand, is not serviced
by any MM. Besides the Market Maker, there are also Zero Intelligence (ZI1) (or
“random”) agents, Trend Following (TF) agents, and Arbitrageur (AA) agents, with
the latter having been described in detail in Section IB. Both ZI and TF agents are
alowed to trade every stock available; however, only ZI agents are allowed to
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trade the Index. When trading in the Index market, ZI agents are designed to
understand the linkage between index and its stock components. Whenever there
are sufficiently large gaps between prices of index and component stocks, the AA
agent will be performing arbitraging trades as described in Section IB and pulling
thelndex back toitsfair valuein the process. Non-convergencein the Index market
isalowed and is one critical element of the market that we intend to model.

We have designated separate agents to emulate automatic stop losses and to
generate the initial selling pressure in the Index market similar to the rush of sell
orders at around 2:30 p.m. on May 6. A group of four agents (known as Bear
Market agents) will automatically start piling in sell orders quickly once the major
market slows down, to simulate the initial triggering of sell orders by traders who
arelikely tointerpret the“ go slow” mode as highly-negative market sentiments. To
trigger automatic stop losses as and when the market suffers significant losses, a
group of three agents will constantly monitor the stock prices. When asset price
dropsto below 60% of initial asset price, these agents (known as Stop-L 0ss agents)
will begin placing large amounts of sell orders. For both groups of agents, the amount
of sell orders each agent can issue is capped with a predetermined upper bound.

Inall of our ssimulations, we fixed the agent composition at 18 ZI agents, 27 TF
agents, and 9 AA agents, in order to represent amarket in which thereis significant
presence of professional traders using algorithm-based techniques as well as those
who are looking for arbitrage opportunities.

III. ANALYSIS OF SIMULATION RESULTS
This section contains adetailed analysis of our nine simulations.
A. Simulation Results

We have conducted nine different types of simulations based on a slowdown
on market 1 followed by a slowdown in Market 2. In each case, we have plotted
out the price history (for Stocks A, B, and C as well as the Index), the rolling
exponentially-weighted volatility based on a value of 0.9 and the trading volume
of each asset in 30-second buckets. The entire simulation lasted 900 seconds, which
is comparable to the most active time period of the “flash crash” on May 6, 2010.

1. Simulation 1

The simulation shown in Figure 6 isbased on aslowing down of Market 1 from
120 to 360 seconds and then a slowing down of Market 2 from 240 to 480 seconds.
In the first case, we can see that prices collapsed, rolling volatilities spiked, and
trading volumes picked up during the interval from 120 to 240 seconds and then
during theinterval from 400 to 600 seconds. This observation is consistent with our
earlier research, in that the real problem appears to be caused by changing the
“rulesof thegame” inthemiddle of trading, instead of the simple domination of the
market by any specific type of traders. Since there are no changesto the fundamental
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demand-and-supply balance during the simulation (except for theinitial triggering
of selling orders by Bear Market agents), the market will function properly onceit
is stabilized, but the subsequent reversion to normal speed of clearing once again
create an imbalance of demand and supply leading to significant priceinstabilities.
In addition, we observethat, in some cases, price actually hit the value of $1, which
is the value of stub quotes left by market-makers.

2. Simnlation 2

The simulation shown in Figure 7 is based on a slowing-down of Market 1
from 120 to 240 seconds, and then Market 2 slowed down from 180 to 360 seconds.
We are interested in understanding what may happen as and when we push the two
slow-down periods closer together, emul ating the cascading effects among unstable
parallel markets. As expected, we no longer observe two distinct periods of shocks.
Even more interesting are the observations that (a) the price-shock periods are
compressed; asaresult, therereally isn’t asufficient timelag for supply and demand
conditions in the market to recover from the first price shock before entering the
second price shock; (b) prices go through an extended period of instability after the
360th second or the end of the second shock period; and (c) during the time when
pricesgo through an extended period of instability, there continueto be many instances
in which the Arbitrageur agents are unable to pull the Index back to its fair value.
Thisis shown in Figure 15. Simulation 2 will be treated as our base scenario for
testing other potential policy responses.

3. Simnlation 3

Thesimulation shown in Figure 8 ishased onimposing position limitsby trader,
instead of typical position limitsby symbol (i.e., per stock trading on each individual
exchange). Although not apparent from the descriptive statistics, the markets in
this simulation experienced asignificant increasein violent “ up and down” shocks,
and the price graph clearly showssigns of increased priceinstability. Readers should
note that the type of extreme “up and down” shocksis actually consistent with the
type of price movements shown on May 6. Those shocks are not observable with
exchange data at the second-by-second level, but the authors have examined internal
aggregated client data provided by abroker-dealer at the microsecond level showing
exactly that type of extreme “up and down” shocks during the 2:30 to 3:30 p.m.
EST period on May 6. The fact that these shocks actually become significantly
more pronounced dueto theimposition of position limits suggeststhat position limits
areunlikely to haveworked as an effective regulatory tool to eliminate“flash crash”-
like symptoms.

4. Simulation 4

Thesimulation shown in Figure 9isbased on changing the clearing mechanism
from continuous time auction to discrete time auction, which would have negated
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any trade execution advantages of high-frequency, algorithm-based trading. The
modified clearing mechanism does not mean that the algorithm-based traders cannot
execute trades; it only means that certain traders do not have any speed advantage
relative to other market players, so they will profit only when they can come up
with a fundamentally superior trading strategy that is not based on more timely
execution. Based on both the price graphs and the descriptive statistics, it is not
obvious that negating the advantages of high-frequency trading can make any
significant differencein maintaining market stability.

5. Simulation 5

The simulation shown in Figure 10 is based on Simulation 3, in which quotes
are not updated during the slowdown. This simulation is designed to address the
following question: Instead of a total and abrupt stoppage — which is generally
considered by the market as a blunt and ineffective tool since it simply delaysthe
resolution to any fundamental imbalances in supply and demand — what would
have been another alternative to asimple “go slow” mode? The typical “go slow”
mode bears a certain degree of resemblance to discrete time auctions, in that
primarily the amount of through-put in the clearing process is slowed down.
Therefore, it is natural to ask whether stopping the publishing of quotes will make
any difference. Based on both the price graphs and the descriptive statistics, it is
not obviousthat stopping the publishing of quotes could have made any significant
differencein maintaining market stability.

6. Simulations 6, 7, 8, and 9

Thesimulationsshownin Figures11, 12, 13, and 14 are based on Simulation 3,
in which price limits are imposed when prices have dropped by more than 40%,
30%, 20%, and 10%, respectively, when compared to the base prices that are
sampled from the “last done” prices every 60 seconds. Asaresult of imposing this
new policy, there are significant decreasesin the skewness, kurtosis, and maximum
drawdown statistics, with more significant improvements as and when the trigger
level islowered. Readers should note that imposing price limits does not address
any fundamental supply and demand imbalances. Such imbalance should resultina
natural dropin pricesuntil anew market equilibriumisfound, instead of any extreme
“up and down” shocks, which rarely result in genuine pricediscovery and the orderly
resolution of excessive demands/supplies. Moreover, there are more extreme “up
and down” shocks when the price limit trigger is set either too low (40%) or too
high (10%) — that may mean that regulators are either intervening too late (thus
not providing any relieves) or needlessly (potentially making the situation worse).
Theideal trigger level seemsto be between 20% and 30%, which is consistent with
the intuitive expectations of some market practitioners. Although we started these
simulations by modifying Simulation 3, agent-level position limitsare not breached
inalmost all cases, so that in practical terms Simulation 2 should be considered our
true base scenario for these four simulations.
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Figure15. Comparison of Synthetic Fair Valuevs. Traded I ndex Valuesin Simulation 2.
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B. Statistical Analysis

The summary statistics below (Tables 1-4) are computed based on second-
by-second data using absolute differences in returns on the Index. Because our
simulated Index is composed of only 3 stocks instead of 500 securitiesin the SPX,
the differencein baseindex val ues meansthat computing the proportional differences
may produce non-comparable (if not non-sensical) resultsand in particular unreliable
skewness statistics. Skewness and kurtosis are scale invariant, and the simulated
skewness and kurtosis appear to be “close enough” when compared to those
observed from the SPX E-mini futures market on May 6, 2010. Moreover, the
minimum and maximum values of the simulations are roughly about 10 times the
size of their corresponding standard deviations. That is not reasonable as compared
toreal-market returnson May 6, 2010 especially those of single-name stocks. (Refer
to our earlier study for afurther discussion on the challenges and goals in getting
“close enough” when matching momentsin simulating extreme market movements.)

The comparison is particularly striking when the outputs of these simulations
are lined up side by side against typical fat-tail distributions created by a priori
mathematical assumptions. Our assessment isthat these simulations have produced
price distributions with “reasonable resemblance” of the actual evolution of the
priceson SPX E-mini futuresfrom 2:30to 5:00 p.m. EST on May 6, 2010; changing
the observation window within the 30-minute time frame does not result in any
dramatic changesto the descriptive statistics on the prices of the SPX E-mini futures.
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Figure16. Comparative Return Distributions.
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Figurel7. Realized P& L in Simulation 1 for Different Agent Types.
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Redlized P& L in Simulation 1 for different agent types. (MM = Market Maker, ZI = Random
Agents; TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

Figure 16 plots out the comparative return distributions based on the SPX E-
mini futures aswell asthe Index from Simulations 2, 6, 7, 8 and 9.2 Readers should
visually examinethe degree of similarity between thereturn distribution in our base
scenario of Simulation 2 and that from the SPX E-mini futures. Not surprisingly,
their skewness (-1.29 for Simulation 2 vs. -1.03 for SPX E-mini) and kurtosis (2.03
for Simulation 2 vs. 3.25 for SPX E-mini) statistics are also quite close. Thisgraph
al so shows how the base scenario evolves under the price limit triggers set at 40%,
30%, 20%, and 10%, with tighter and tighter fitsagainst their corresponding normal
distribution curves.

C. Agents P&Ls

We have plotted the realized and unrealized P&Ls for all agent types in
Simulations 1 and 2 in Figures 17, 18, 19, and 20. From these base scenarios we
make thefollowing observations:

2. To ensure an objective comparison, “zeros’ have been deleted from the return distributions, as
discussed in Lee et al. 2010.
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Figure18. Unrealized P& L in Simulation 1 for Different Agent Types.
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Unrealized P& L in Simulation 1 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

1. In the absence of market interventions, Market Makers almost always
make profits by design of their trading algorithms.

2. Neither the ZI (or “random”) agents nor the trend follower TF agents
are able to make consistent profits.

3. As expected, Arbitrageurs may suffer heavy losses when the Index
failsto convergetoitsfair values.

4. The Bear Market seller may or may not make any profits, depending
on the market's recovery path.

5. The Stop-Loss agentswill almost always|ose money in flash crash by
selling at unusually low prices that consequently recover.

If trades are “busted” at a certain level, then the P&Ls of the Market Makers
will become uncertain. Doing so is expected to have a highly negative impact on
the Market Makers' willingness to participate in the markets during flash crashes.
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Figure19. Realized P& L in Simulation 2 for Different Agent Types.
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Realized P& L in Simulation 2 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

Without their participation in such markets, the authors contend that (a) it will be
even more likely for the market to break down faster when liquidity is withdrawn
faster from the market and (b) it will be more difficult for the market to recover
from the destabilizing effects of any “flash crash.”

In addition, the unrealized P& L sfor al agent typesin Simulations 3, 4, 7, and
8 (Figures 21, 22, 23, and 24) show that:

*  Both imposing position limits by trader and changing the clearing
mechani sm from continuous time auction to discrete time auction may be
ineffectivein termsof eliminating “flash crash”-like symptoms, but these
measures do not cause any unexpected changes to the P&L patterns
among different types of market players.

* In Simulations 7 and 8 where price limits are imposed, it appears that
certain professional traders are able to make profits at the expense of the
Market Maker and to some extend the ZI (or “random”) agents.
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Figure20. Unrealized P& L in Simulation 2 for Different Agent Types.
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Unrealized P& L in Simulation 2 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

Observation 2 istroubling, but not hugely surprising. When the market knows
which direction aparticular asset isgoing to trade because of regulatory intervention,
professional traders can usually find ways to take advantage of the anticipated
market movements. Market participants who are likely to be on the losing side of
their trades will be the retail-like zero intelligence investors who typically deploy
unsophisticated trading strategies assuming afairly even distribution of market ups
and downs, or market makers who are obligated to quote under the assumption that
bids and asks should be reasonably even and random. From aregulatory viewpoint,
imposing price limits can be an effective policy to eliminate “flash crash”-like
symptoms, but nonethel ess onethat may create unintended fairnessissuesfor certain
market participants.

1. “Busting” Trade

Finally, we used the base scenario of Simulation 2 to test the potential P& L
impacts due to “busting trades’ at or below 60% of the opening price of the asset
traded:
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Figure2l. Unrealized P& L in Simulation 3for Different Agent Types.
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Unrealized P& L in Simulation 3 for different agent types. (MM = Market Maker, ZI = Random
Agents; TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

1. If along position is cancelled by the exchange after the trading session,
then it is assumed that the agent has to “replace” the position at the
asset’s closing price, resulting in anegative P& L impact.

2. If ashort positioniscancelled by the exchange after thetrading session,
then it is assumed that the agent has to “replace” the position at the
asset’s closing price, resulting in apositive P& L impact.

The most interesting observation from Table 5 is that Market Makers and

Zero-Intelligence end up bearing most of the impacts. These 2 agent types must
guote or place trades based on the simple assumption that the bids and offers are
evenly distributed. They are likely to suffer whenever there is a massive market
adjustment in any one direction. Exchange officials should be aware of these
unintended fairnessissues before deploying the blunt tool to “bust” trades.
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Figure22. Unrealized P& L in Simulation 4 for Different Agent Types.
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Unrealized P& L in Simulation 4 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

5. CONCLUSIONS AND RECOMMENDATIONS

The authors contend that the events of May 6, 2010 exhibit patterns consi stent
with the type of “flash crash” observed in their earlier study. While some
commentators assigned blame on the May 6, 2010 “flash crash” to high-frequency
trading, the authors suggest that the issue may beless about high-frequency trading
per se, but rather the domination of market activities by trading strategies that are
responding to the same set of market variables in similar ways, as well as various
pre-existing schemes that modify the “rules of the game” in the middle of trading.
The consequent lack of market participants interested in the “other side” of their
trades may result in a significant liquidity withdrawal during extreme market
movements.

This paper describes an attempt to reconstruct the critical elements of the
market events of May 6, 2010 based on the five hypotheses posed initially by the
Joint CFTC-SEC Preliminary Report and the corresponding Final Report. Theauthors
contend that the simulated asset price distributions have shown “reasonable
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Figure23. Unrealized P& L in Simulation 7 for Different Agent Types.
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Unrealized P& L in Simulation 7 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents)

resemblance” in descriptive statistics without over-fitting historical data.
Our specific recommendations are:

1. Any scheme to” slow down” trading does not address the fundamental
demand and supply imbalance leading to flash crashes, and it may cause
more problems than it solves.

2. In a “fragmented” market with parallel trading venues, the “action-
reaction” nature of complex exchange rules to ater the speed of trading
may initiate a chain reaction that may drive liquidity further out of the
aggregate market. Thus, it is important for paralel trading venues to
coordinate their responses to avoid creating unintended domino effects.

3. The uneven slowing-down of trading at different trading venues often
resultsin non-convergent fair values, becausethereisno or limited liquidity
to complete one of more “legs’ in an arbitrage trade. Arbitrageurs may
suffer heavy losses in such markets, resulting in further withdrawal of
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Figure24. Unrealized P& L in Simulation 8for Different Agent Types.
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Unrealized P& L in Simulation 8 for different agent types. (MM = Market Maker, ZI = Random
Agents; TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss

Agents)

liquidity dueto their needsto “reverse out” from loss-making, incomplete
arbitrage trades. Thus, it is important for parallel trading venues to
coordinate the execution of their responses— in the event that going into
a“slow mode’ isthe correct response, then its execution should be done
in parallel by al relevant exchanges to avoid needlessly amplifying the
uncertainties faced by market participants.

4. The problem appears to be less about the slowing-down of trading per
se. Itisabout the potential liquidity withdrawal dueto the adjustmentsand
chaosasaresult of theinitial sowing-down, aswell asfrom the subsequent
adjustments once the “normal” speed of trading is resumed.

5. “Busting trades” may discourage key participants such as Market
Makers from trading in the markets as and when they are most needed.
Unlessthereareclear technical errorsinvolved, busting tradesat arbitrary
price levelsis ablunt instrument that should be used sparingly and with
extreme caution.
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Tableb. Potential P& L Impactsof Different Agent Types.
Aggregated P& L Aggregated P& L

Agent Type without busted with bus ed Delta P& L($)
trades($) tr adeq($)

M arket Maker 8,220,800 2,341.30 -8,218,458.70
(MM)
Zero- 1,114,700 228,960.00 -885,740.00
Inteligence
(21
Trend -5,930,600 184,590.00 6,115,190.00
Follower (TF)
Ar bitr ager -132,040 -26,852.00 105,188.00
(AA)
Bear M arket -1,487,700 -148,520.00 1,339,180.00
(B)
Stop Loss (SL) -1,581,800 -37,224.00 1,544,576.00

Potential P& L impacts of different agent types dueto “busting trades” a 60%
or be ow theopening price of each asset.

6. Pricelimitsappear to be more effective than different implementation
of positions limit in terms of stabilizing the market during the period of
time when the market is finding its new equilibrium due to supply and
demand imbalances.

7. Price limits do have limitations. When professional traders are
reasonably certain of potential market outcomes, they can normally find
ways to make profits based on trading algorithms. That creates fairness
issuesfor unsophisticated retail investors or market makerswho are under
obligationsto quote. Therefore, the deployment of such blunt tools should
be aregulatory policy of last resort.
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DIRECT MARKET ACCESS IN
EXCHANGE-TRADED DERIVATIVES:
EFFECTS OF ALGORITHMIC TRADING
ON LIQUIDITY IN FUTURES MARKETS

Ahmet K. Karagozoglu*

Algorithmic trading (AT) and high frequency trading (HFT) afforded by direct
market access (DMA) may have a greater impact on the exchange-traded
derivatives markets than has been seen in the equity markets. This study breaks
new ground to provide empirical evidence for the positive effects of AT on
liquidity in the U.S. futures markets. To analyze the potential effects of electronic
trading, this study provides an extensive review of the research in both equity
and derivatives market microstructure. Using a unique dataset that directly
and explicitly identifies algorithmic trading activity in exchange-traded
derivatives, our research presents empirical evidence that AT decreases spreads
(market width) and increases market depth in the Crude Oil, Euro FX,
Eurodollar, S&P 500 E-mini, and 10-year U.S. Treasury Note futures contracts
traded at the CME Group exchanges.

the evolution of financial markets, especially for exchange-traded instruments.

Emergence of electronic communication and/or crossing networks (ECNs)
and their widespread use by various market participants resulted in a substantial
change in the ownership and organizational structure of exchanges starting with
the equity markets. Advances in technologies that directly impact trading in financial
markets (e.g., telecommunication capacity, computational power) coupled with
changes in the regulatory environment helped competitive market forces establish
various trade execution venues. This increase in competition intensified the need to
analyze and manage various components of trading costs and led to enhanced trading
sophistication. As a result of these fundamental changes, techniques such as direct
market access (DMA), smart order routing (SOR), algorithmic trading (AT), and
high frequency trading (HFT) became the focus of attention for market participants,

I Eiectronic trading has been one of the most significant catalysts throughout
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exchanges, and regulators. Recently market and exchange characteristics of
transparency, best execution, and latency have been the subject of research and
analysis in addition to the more traditional factors of liquidity, volatility, and efficiency.
Of course, given the recent turmoil in financial markets and high-profile losses,
these factors have also attracted the attention of politicians and the public at large.

Extensive use of algorithmic trading (AT) activities emerged relatively more
recently in the exchange-traded derivatives in comparison to the equity markets.'
However, the impact of DMA, AT, and HFT on market quality and risk management
may be more substantial for derivatives.? In order to analyze the potential effects
of DMA, AT, and their resultant changes in exchange-traded derivatives markets,
this study provides an extensive review of the research in both equity and derivatives
market microstructure. Historically, exchanges in equity and derivatives markets
had varying degrees of differences; however, the implementation of electronic trading
has made these two markets more connected and trading practices are now more
similar than ever before.

Based on a unique dataset that identifies algorithmic trading activity directly
and explicitly, our research finds that AT decreases spreads and increases market
depth in the Crude Oil, Euro FX, Eurodollar, S&P 500 E-mini, and 10-year U.S.
Treasury Note futures contracts electronically traded at the CME Group exchanges.
To the best of our knowledge, this study is the first to provide empirical evidence
for effects of AT on liquidity in the U.S. futures markets. Similar to the findings for
the U.S. equity markets by Hendershott, Jones, and Menkveld (2011) and for the
German equity markets by Hendershott and Riordan (2009), we find that for the
U.S. futures markets algorithmic trading has a positive effect on liquidity.

Section I presents an overview of concepts related to direct market access.
Section II provides a review of the existing literature on equity and futures market
microstructure; recent work on DMA, AT, and HFT; and draws conclusions for the
exchange-traded derivatives markets. Section III describes the data used in this
paper while section IV introduces the empirical methodology. Empirical results are
discussed in section V and section VI offers conclusions.

I. OVERVIEW OF DIRECT MARKET ACCESS CONCEPTS

As with any major structural change and the emergence of new technology,
the use of innovative trading technologies in financial markets had a profound impact
on returns from short-term trading, long-term performance of investment portfolios,
measurement and management of risk, as well as interconnectivity of various markets
both domestically and globally. Market microstructure research (MMR) has focused

1. Electronic trading in CME’s Globex platform started in 1992, and the Open Access Policy was
implemented in 2000. The Open Access Policy allows customers to trade directly on CME Globex
if their clearing firm provides a financial guarantee for their trading activity. This effectively means
that CME provided DMA to investors starting in 2000. However, explicit identification of AT
through “Tag 50 designation started more recently, in 2006.

2. The existence of multiple contract months and relatively more inter- and intra- market trading
suggests that DMA, AT, and HFT may have a higher impact on the exchange-traded derivatives
markets than on the equity markets.
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on analyzing the effects of the changes in trading and execution rules, different
trading venues, regulatory changes, impact of technological advances, and behavior
of market participants in response to the developments in financial markets. MMR
initially focused on equity markets primarily due to the availability of detailed
transactions data and rapid changes in trading practices. Following the advent of
electronic trading in derivatives markets, microstructure research focusing on
exchange-traded derivatives, especially futures markets trading, increased
significantly.

Similar to the developments in equity trading, participants in derivatives market
are demanding more direct access to the markets (DMA) for reduced transaction
costs, increased speed of executions, and decreased information leakage. As in the
case of equities, electronic trading in futures enables the use of computers to execute
trades, reducing errors as well as enabling more efficient post-trade reporting and
analysis. Electronic trading in exchange-traded derivatives facilitates direct access
to markets, which in turn allows algorithms to be used to generate quote updates
and orders; eventually, increased sophistication and speed of trading systems —
including exchanges’ execution capabilities — leads to the high (and ultra-high)
frequency trading.

DMA enables traders to connect directly to an exchange, using the exchange’s
native application programming interface (API) through its dedicated network.? In
its purest form, exchanges may provide DMA to market participants without explicit
electronic order handling/authentication by intermediaries/brokers, called naked
access. In other cases, intermediaries or brokerage houses facilitate DMA access.
Different levels of DMA provided to various types of market participants have
significant implications for transparency, fairness, and risk management.

Initially in equity markets, algorithmic trading (AT) referred to the use of
computer programs to submit orders and execute trades in order to minimize the
market impact costs. AT replicated the actions of human traders by determining the
size and timing of purchases and sales of shares based on various mathematical
models (algorithms).* Contemporary AT encompasses almost all tasks that can be
carried out by human market makers and traders. For example, posting of bid and/
or ask quotes generated by computer models may be considered algorithmic market
making and concurrent execution of several transactions across different assets/
markets is algorithmic arbitrage. Additionally, electronic execution of trades to achieve
various positions generated by financial models, both short- and longer-term
investments in a range of assets, is also a form of algorithmic trading.

High frequency trading (HFT) occurs when the pace of transactions generated

3. Aitken, Harris, and Ji (2009) suggest that DMA is defined as electronic facilities that allow brokers
to offer clients direct access to the exchange trading system through the broker’s infrastructure
without manual intervention by the broker.

4. Hendershott, Jones, and Menkveld (2011) provide a simple definition for algorithmic trading (AT)
as “the use of computer algorithms to manage the trading process.” They suggest that many observers
view algorithms and AT from the standpoint of institutional buy-side investor and indicate correctly
that “algorithms can also be used to formulate trading decisions and strategies as well as implement
them.”
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by algorithms reaches a speed which human traders would not have been able to
achieve.’ Increased competition and intensive use of AT and HFT necessitate that
participants be physically closer to the order-matching engines of exchanges, creating
the phenomenon called co-location.® High frequency trading is a subset of algorithmic
trading and AT is a subset of DMA activities. Direct market access includes “point-
and-click” trading (e.g., by individual investors), automated trading activities that
encompass low frequency trades, and the HFT with significantly large and fast
submission of quotes and trades solely by computer programs.’

In an electronic trading environment in futures markets, DMA basically
recreates the advantages of pit trading by allowing numerous market makers (locals)
and traders to access and act on timely trade information. As a result, the efficiency
of the pit environment is augmented with the use of technology in an electronic
setting. DMA creates infinitely large electronic trading pits that can be interconnected
in ways that were not possible in the physical pit-trading environment.

Another way to represent DMA from the point of view of an investor or a
financial institution is that, rather than executing trades via a broker, trades are
executed through a member of the exchange who has transaction privileges on the
floor. In this case, co-locating could be analogous to such an individual or institution
purchasing or renting the right to be physically present and trade at the floor of the
exchange. The futures trading floor analogy for AT and HFT would be a local
having beyond-human capabilities to analyze vast amounts of data, announce bids
and asks with extreme rapidity, and confirm trades with others who could match his
or her speed in announcing prices and quantities. In an electronic version of the
above scenario, DMA, AT, HFT, and co-location enable access to prices and markets
and offer the capabilities to transact that are not bound by location, distance, and
human limitations. In this perspective, these new trading practices increase liquidity,
decrease transaction costs, and improve the price discovery in exchange-traded
derivatives markets.

The existence of multiple contract months and relatively more inter- and intra-
market trading suggests that DMA as well as its by-products AT and HFT may
have a higher impact on the exchange-traded derivatives markets than on the equity
markets. Although there is a significant body of academic work in market
microstructure research (MMR) covering both the equity and derivatives markets,
empirical evidence on the effects of DMA, AT, and HFT in equity markets is new
and limited. Even more, such research is very rare in exchange-traded derivatives
markets.

Exchange-traded derivatives markets are in the process of experiencing the

5. Brogaard (2010) indicates that there are no clear and commonly accepted definitions for many of
the terms in rapid trading and in computer controlled trading, and uses the definition HFT that
Securities and Exchange Commission (SEC) uses, “professional traders acting in a proprietary
capacity that engages in strategies that generate a large number of trades on a daily basis” (SEC, 2010,
p. 3606).

6. SEC refers to co-location as “a service offered by trading centers that operate their own data
centers and by third parties that host the matching engines of trading centers” (SEC, 2010, p. 3610).
7. We thank John Labuszewski at the CME Group for clarifying these subtle differences.
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implementation of these innovative approaches at various levels. This research
paper is intended to provide guidance to market participants, exchanges, and
regulators by synthesizing the findings in equity MMR; the recent empirical work
on the effects of DMA, AT, and HFT in stock markets; and microstructure research
in derivatives markets. It presents empirical evidence on early stages of DMA and
AT in futures markets and discusses the implications of these developments for
exchange-traded derivatives markets.

II. REVIEW OF LITERATURE

Literature on direct market access and algorithmic trading in equity markets is
limited and in exchange-traded derivatives markets, almost nonexistent. However,
previous research focusing on various aspects of equity and derivatives market
microstructure provides insights about how DMA, AT, and HF T impact derivatives
trading.

A. Equity Market Microstructure

Considering the importance of price discovery and contributions of various
market participants to this process, analyzing the relative informational advantages
of these agents is important because DMA, AT, and HFT may cause changes in
different agents’ participation in trading while possibly altering the balance of
asymmetric information.

It has been shown that electronic access to equity markets increases liquidity,
reduces trade size, alters volatility, reduces returns to market making/specialist
systems, and increases transparency. However, DMA may eventually lead to
alternative trading venues and fragmentation of liquidity. Based on these findings, is
there a chance that DMA, AT, and HFT will also result in the fragmented liquidity
and creation of alternative execution venues observed in equity markets? If so,
what might be the results of these changes in futures markets? Exchanges and
regulators need to examine implications of such potential developments in exchange-
traded derivatives markets.

Conrad, Johnson, and Wahal (2003) investigate the execution costs of trades
sent to traditional and alternative trading systems in equity markets and conclude
that orders sent to traditional brokers have higher execution costs than those executed
by alternative trading systems such as electronic communication networks (ECNs).
Barclay, Hendershott, and McCormick (2003) examine the competition among
different trading venues in the United States and show that ECNs attract more
informed orders than NASDAQ market makers.

Anand and Subrahmanyam (2008) compare the informational advantages of
intermediaries with those of other investors using confidential transactions data
from the Toronto Stock Exchange (TSX). They find that intermediaries account for
greater price discovery than other institutional and individual investors, in spite of

8. They also note that TSX is a completely electronic and highly transparent environment, and in the
context of individual stocks, the potential for informational effects is known to be stronger than in
basket securities, derivatives, and futures indexes.
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initiating fewer trades and volume.? Their empirical results indicate that intermediaries
contribute more to price discovery and hence tend to be more informed, even in a
transparent electronic market where such an advantage is not driven by a privileged
view of the market on a trading floor.

Saar (2001) shows that market intermediaries possess important order flow
information that gives them an informational advantage. However, there is a
possibility that the higher information share of market intermediaries may be a
result of front running or stepping ahead by brokers. But Anand and Subrahmanyam
(2008) investigate these activities and find no evidence of such trading by
intermediaries on the TSX.

These findings suggest that with the increased use of DMA, AT, and HFT in
derivatives markets, the informational role of intermediaries and entities with co-
location privileges needs to be closely monitored for potential information asymmetry
generation. The potential impact of DMA in terms of fragmenting liquidity in
exchange-traded derivatives needs to be investigated. The nature of the
intermediation provided by futures commission merchants (FCMs) may change,
and, in turn, could equalize access to markets.

The influence of market transparency on market quality is investigated in several
papers. Hendershott and Jones (2005) find that more transparency is associated
with better market quality, which has been a crucial competitive advantage for
ECNs in the United States. Bessembinder, Maxwell, and Venkataraman (2006)
focus on the impact of transaction reporting on execution costs for corporate bonds
and find a significant reduction of execution costs following the introduction of
transaction reporting. Avgouleas and Degiannakis (2005) examine the impact of
pre-trade transparency on market volume by using trading volume data before and
after the introduction of a central order book at the London Stock Exchange (LSE).
They conclude that when trading shifts from the quote-driven to the order-driven
market structure, transparency increases significantly.

Bloomfield and O’Hara (2000) suggest that the demand for sunshine trading
and order splitting reduces the competitive advantage of low-transparency markets;
they question the long-term viability of transparent markets particularly in large,
well-monitored markets with low information asymmetries where such regulated
transparency may be of less value. Tuttle (2003) finds that NASDAQ traders tend
to use hidden orders more in stocks with high idiosyncratic risk and high volatility,
and he concludes that this is consistent with the idea that hidden orders reduce the
adverse selection risk for liquidity providers. Tuttle’s findings provide a competing
hypothesis to Bloomfield and O’Hara that anonymity becomes more appealing when
adverse selection risk and volatility are low, as this lowers the free option value of
limit orders. Theissen (2002) also finds that, while the adverse selection component
is larger in the anonymous electronic trading system in the German market for
stocks of all sizes, small stocks also exhibit larger realized spreads when traded
anonymously.

The implication of these results for the exchange-traded derivatives is that the
level of transparency of the limit order book has a significant impact on the trading
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costs for market participants with differential liquidity-related trading orientation.
Given that there are multiple contract months and relatively more inter- and intra-
market trading in derivatives markets, higher levels of limit order book transparency
may be more desirable.

Anonymity plays a key role in market participants’ trading strategies as part of
their efforts to obtain best execution. In recent years, the SEC has been requiring
higher standards of intermediary accountability in order execution practices, while
exchanges are attempting to respond to market’s demand for greater anonymity.
Barclay et al. (2003) find that informed traders prefer using anonymous ECNs
compared to transacting non-anonymously with NASDAQ dealers. Anecdotal
evidence also indicates that institutional direct market access participants usually
conduct their algorithmic trades anonymously. Furthermore, Frino, Johnstone, and
Zheng (2010) examine whether the identity of a broker involved in transactions
contains information. Using a sample of transactions from the Australian Stock
Exchange — where broker identity is transparent — they provide evidence that
consecutive buyer- and/or seller-initiated transactions by the same broker have a
relatively high permanent price impact. Their findings imply that broker identity
conveys information to market participants, and that markets in which broker identity
is disclosed are likely to be more efficient.

Grammig, Schiereck, and Theissen (2001) find that for the German stock market
the probability of informed trading is higher in the anonymous electronic trading
system compared to the non-anonymous trading floor, while Reiss and Werner
(2005) find that in London informed traders tend to go to the non-anonymous direct
interdealer market. They conclude that adverse selection is less prevalent in
anonymous brokered markets.

De Winne and D’hondt (2007) investigate why traders hide their orders and
how other traders respond to hidden depth. Their empirical findings suggest that
traders use hidden orders to manage both exposure risk and picking off risk. They
show that hidden depth increases order aggressiveness, and when hidden depth is
discovered, order submissions are adjusted to seize the opportunity for depth
improvement, suggesting that either this hidden depth is not associated with informed
trading or the risk of trading with an informed trader is offset by the improvement
in depth. However, Anand and Weaver (2004) report that hidden quantity can be
used to reduce price impact if the probability of non-execution is small. Pardo and
Pascual (2007) show that the execution of hidden volume increases during periods
of intense trading when aggressive orders are clustered. To minimize the non-
execution risk, hidden order traders can wait for a higher trading aggressiveness on
the opposite side of the market, reduce implicit trading costs, and find faster trading
executions.

Comerton-Forde and Tang (2009) characterize the impact of anonymous orders
in a limit order market where identity disclosure is voluntary. They find that
anonymously initiated trades tend to be more informative than non-anonymous ones,
with cumulative excess returns positively related to trade size and security activity
levels. Their empirical results indicate that anonymous orders are traded at lower
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spreads than non-anonymous orders only for the most actively traded stocks; market
orders that are anonymous result in higher price impact (pointing to high adverse
selection cost) and in lower realized spreads (suggesting lower order processing
and inventory management costs) than non-anonymous market orders. They
conclude that anonymous trading is dependent on the order aggressiveness and the
type of order originator.

Increased use of the DMA to submit quote-revisions and orders generated by
algorithms in exchange-traded derivatives is likely to increase the merits of allowing
voluntary disclosure rules for specific futures markets and contract months. Given
that many expiration (contract) months are traded in futures markets, DMA and
AT increase the spread trading as well as pricing efficiency of deferred-month
contracts. However, any adverse selection cost impact of anonymous orders in
longer-dated contracts is likely to be transmitted to more liquid front-month contracts.
Therefore, the optimal level of anonymity in algorithmic and high frequency trading
in exchange-traded derivatives needs to be investigated.

Aitken et al. (2009) investigate trade-based manipulation, as proxied by the
daily incidence of ramping alerts, in 34 security markets worldwide during the 2000—
2005 period. They suggest that closing call auctions, direct market access, specific
regulations, and real-time surveillance (RTS) procedures and enforcement assure
better market integrity and enhance market efficiency.’ They conclude that reduction
in liquidity caused by higher volatility affects the order submission of liquidity suppliers
who submit orders less aggressively. Specifically, their findings indicate that direct
market access (DMA) reduces ramping manipulation, which Aitkin et al. interpret
as “DMA facilitates algorithmic countertrading strategies that can circumvent the
pump and dump tactics of a ramping manipulator.” Cumming and Johan (2008)
examine trading regulations with corresponding surveillance technology to monitor
alerts and find that comprehensive rules prohibiting trade-based manipulation
generate higher turnover and larger market caps.

These findings point to the importance of both pre- and post-trade real-time
risk analysis. One possible solution is to co-locate the risk control algorithms of
clearing houses and financial intermediaries with the exchanges’ trade-matching
engines where the servers of market participants engaging in AT and HFT activities
are co-locating. Also, a regulator or self-regulator algorithm trader might co-locate
at that physical location in order to facilitate detection and rapid response to improper
trading activity that might be taking place at extreme speeds.

B. Microstructure of Exchange-Traded Derivatives

A significant amount of research in exchange-traded derivatives markets focuses
on the effects of the move from floor-based trading to electronic trading. Various
authors study the effects of such a move on the liquidity, bid-ask spreads, trading

9. Cumming and Johan (2008) suggest that trading activity increases if exchanges adopt surveillance
procedures and regulations that assure market integrity (similar to findings of Eleswarapu and
Venkataraman 2006). Pagano and Schwartz (2003) and Comerton-Forde and Rydge (2006) investigate
implementation of closing call auctions to improve market quality.
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volume, and behavior of market participants in both U.S. and global exchanges.
More recent articles focus on the changes in market structures and market quality
using higher frequency trading and quote data in futures markets.

Liquidity costs are considerably lower in the electronic market than in the
open outcry market (Shah and Brorsen 2010). Huang (2004) analyzes the
determinants of bid-ask spreads for the Taiwan Futures Exchange (TAIFEX) and
Singapore Exchange-Derivatives Trading (SGX-DT) futures and finds that volatility
and the information asymmetry are the major factors affecting the spreads and that
the information asymmetry component is significantly lower in the electronically
traded TAIFEX contract than in the open-outcry SGX-DT futures.

Ates and Wang (2005), focusing on the electronic and floor-traded contracts
based on S&P 500 and NASDAQ 100 indexes, investigate the relative efficiency
in terms of contributions to price discovery and find that contribution of electronically
traded contracts is higher. Tse and Zabotina (2001) examine the FTSE 100 index
futures trading following the transition to electronic trading and find a decrease in
bid-ask spreads; however, they also find that the open-outcry trading has higher
market quality and higher information content.

Frino, Lepone, and Wearin (2008) study the intraday pattern of quoted depth in
interest rate futures contracts traded at the Sidney Futures Exchange (SFE), which
is a competitive dealer market, and find that depth is lowest at the open, considerably
higher during the final hours of trading, and highest at the close, which is a pattern
at odds with the ones observed in specialist markets. Their results show that an
increase in quoted depth is due to a narrowing in bid-ask spreads, and they conclude
that this observation at the close of trading is driven by dealers’ rebalancing
inventories.

Chung and Chiang (2006) examine the price clustering in the DJIA, S&P 500,
and NASDAQ-100 index futures by comparing the electronically and floor-traded
contracts and find that prices are significantly more clustered in open-outcry trading;
they attribute this to higher levels of human participation in trading on the floor.

Frino et al. (2008) investigate the influence of large trades executed by outside
customers on futures prices at the CME and find that the permanent price impact
(information effect) of large buyer-initiated trades is greater than that of large
seller-initiated trades, while the temporary price impact (liquidity effects) of seller-
initiated trades is greater.

Chakravarty and Li (2003) find that dual traders in futures markets are informed
and act as liquidity suppliers. Anand and Chakravarty (2007) analyze price discovery
across trade sizes in options markets and find that small- and medium-size trades
are responsible for the majority of price discovery.

Wagener and Riordan (2009) study the lead-lag effect between the Deutscher
Aktien Index (DAX) spot index and DAX index futures under asymmetric latency
in the exchange infrastructure by focusing on the introduction of the exchange
electronic trading platform Xetra Release 8.0, which significantly reduced the trading
latency. Their empirical results suggest that a decrease in relative latency between
the Deutsche Boerse systems Xetra and Eurex leads to a higher degree of market
integration, and they conclude that “a significant improvement in the cash market
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infrastructure cutting network latency reduces the execution risk.”!

Webb, Muthuswamy, and Segara (2007) investigate the frequency of market
clearing and the changes in trading hours for stock index futures contracts at the
TAIFEX and SGX to measure the effect of increases in clearing on the volatility of
futures prices. They find that simultaneous opening times for the TAIFEX, which
batches orders at the open, and the SGX, which does not, is associated with a
significant reduction in the volatility in SGX.

Bortoli et al. (2006) investigate the effects of an increase in pre-trade
transparency on trading behavior in the Share Price Index (SPI) futures traded at
the SFE. Their research covers the time period in 2001 when the exchange increased
the limit order book disclosure from depth at the best bid-ask prices to depth at the
three best bid-ask prices. They find a decline in depth at the best quotes and an
increase in the proportion of market orders exceeding depth at the best quotes.
Their conclusion is that when pre-trade transparency increases, “limit order traders
charge market order traders a higher premium for execution certainty by withdrawing
depth from the best quotes, but not by increasing bid-ask spreads.”

Tse, Xiang, and Fung (2006), investigating the Euro FX and Yen FX futures
traded at the CME, show that electronic futures trading contributes more to price
discovery than both online spot and floor futures trading while online spot trading
dominates electronic futures. Cabrera, Wang, and Yang (2009) find that the Electronic
Broking Services (EBS) electronic interdealer broker dominates both electronic
and floor traded currency futures. Poskitt (2010), using high frequency data on
Sterling FX futures traded at the CME, shows that information share of electronically
traded futures prices is marginally lower than the forward prices at Reuters D3000
and variations in “GLOBEX’s information share on an intraday basis can be explained
by variations in relative liquidity, spreads and price volatility.”"!

C. Algorithmic and High Frequency Trading

Academic research on the effects of algorithmic trading (AT) is quite new as
detailed trade and quote data identifying AT activity is very limited. However, research
suggests that direct market access facilitates more efficient price discovery as well
as quantity discovery.

Riordan and Storkenmaier (2009) find that the latency reduction (from 50 ms
to 10 ms round trip) of Xetra Release 8.0 (used by the Deutsche Boerse) improves
the market liquidity, decreasing trading costs by 1 to 4 basis points. They interpret
their findings as “evidence of algorithmic traders using the increase in exchange
system speed to process information faster, thereby increasing liquidity and the
informativeness of prices.” Hendershott and Riordan (2009) investigate the impact
of algorithmic trading on price discovery process in the 30 DAX stocks on the

10. Easley, Hendershott, and Ramadorai (2008) point to the importance of low latency when trading
simultaneously in multiple securities and suggest that the execution speed is a significant factor in
trading decisions.

11. Poskitt (2009) also finds that GLOBEX’s information share declines sharply when returns are
computed from a mixture of GLOBEX transaction prices and Reuters D3000 midquotes.
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Deutsche Boerse. They find that AT affects liquidity almost equally in supply (when
liquidity is expensive) and demand (when it is cheap), and they also show that algo
trades and quotes are more informative than those generated by humans. They
suggest that this is achieved by AT “placing more efficient quotes and demanding
liquidity to move the prices towards the efficient price.” Chaboud et al. (2009)
investigate the effects of AT in the spot foreign exchange markets and find that AT
activity and volatility are not correlated, and that the order flow generated by AT
does not affect the return variance.

Hendershott et al. (2011) investigate the impact of algorithmic trading on market
liquidity by using the electronic message traffic as a proxy for algorithmic trading
activity in the NYSE stocks and find that AT and liquidity are positively related. By
considering the implementation of auto-quoting on the NYSE as an exogenous event,
the authors show that algorithms result in more message traffic, and as quoted and
effective spreads narrow adverse selection declines. They interpret this as an
“indication that algorithmic trading does causally improve liquidity.”

Brogaard (2010) investigates the impact of high frequency traders on equities
markets by considering how the strategies utilized are related to liquidity, price
efficiency, and volatility. The study shows that contribution to price discovery of
trades and quotes of HFT is greater than others and their activity reduces volatility.
Empirical results indicate that high frequency traders demand liquidity at smaller
order sizes and that trades surrounding a demanded HFT execute faster. These
results suggest that high frequency trading does not increase volatility. Brogaard
interprets these findings to suggest that “HFT plays a very important role in price
efficiency and the price discovery process and high frequency trading provides
more useful information to the price generation process.” Castura, Litzenberger,
and Gorelick (2010), focusing on Russell 1000 and Russell 2000 stocks, investigate
the impact of HFT on equity market quality. They find that while the ratio of HFT
to total market activity is growing, equity markets appear to become more efficient
with tighter spreads, greater liquidity at the inside, and less mean reversion of mid-
market quotes; they correlate this with the growth in automation and speed on
equity exchanges.

Hasbrouck and Saar (2009) find that, in electronic markets with the increase
in AT, limit orders are cancelled very quickly, and they often correspond to
modifications resulting in a new limit order at an updated price or in a market order.
Hendershott et al. (2011) point out that the Regulation National Market System
(Reg NMS) is designed to increase competition among liquidity suppliers, and their
findings suggest that algorithmic liquidity suppliers play an important role in the
supply of liquidity.

Chordia, Roll, and Subrahmanyam (2008) suggest that recent increases in trading
volume and the reduction in the average trade size can be attributed to AT.'> Garvey
and Wu (2010) investigate the execution quality of electronic trading with

12. Brownlees, Cipollini, and Gallo (2010) develop a dynamic model for intraday volume which
incorporates the existence of algorithmic trading.
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geographically dispersed locations and trading speeds and find that “speed
differences are costly to traders and that speed-advantaged traders engage in
strategies that are more conducive to speed.”

Gerig and Michayluk (2010) develop a theoretical model that explains the
increase in the high frequency automated trading volume. Their model shows that
automated liquidity providers are able to price securities more precisely than traditional
market makers so that they are able to transact the majority of order flow and
cause prices to be more efficient. Model predictions also include that the informed
investors’ profits decrease, uninformed investors lose less money, and trading activity
of uninformed traders increases as a result of lower transaction costs.

Overall, empirical evidence to date suggests that the increased use of algorithmic
and high frequency trading, facilitated by direct market access, has a positive effect
on market liquidity in equity markets both domestically and globally. When this
result is coupled with the lack of empirical evidence pointing to an increased price
volatility attributed to AT and HFT, it is not too optimistic to expect that their impact
is likely to be positive in exchange-traded derivatives markets as well.

III. DATA AND DESCRIPTIVE STATISTICS

A. Algorithmic Trading and Liquidity Measutes

This study uses a unique dataset obtained from the CME Group for five futures
contracts (Crude Oil, Euro FX, Eurodollar, E-mini S&P 500, and 10-year U.S.
Treasury Note) traded at the CME Group exchanges. It includes several
microstructure variables: percentage of volume attributed to automated trading
systems in the specific market that day (4TS); percent of message traffic attributed
to automated trading systems (MSG); the average bid-ask spread for a given size
order during a trading day (Width); and the number of contracts displayed at the
“top-of-the-book,” showing average size-in terms of contracts-of the best bid and
best ask quotes in the limit order book (Depth).?

Among the many surveillance measures the CME Group’s market regulation
division uses are the “Tag 50 ID” numbers to analyze the effect of algorithmic
trading activities on the liquidity and quality of futures and options contracts traded
on its exchanges (CME, CBOT, NYMEX, and COMEX). Identification of
algorithmic trading activity “is facilitated by CME Globex policy that requires
automated trading systems (ATSs) to declare themselves as such” where ATS is
referred to as “a system that automates the generation and routing of orders to
Globex.”"

Market participants trading at the CME Group exchanges are required by the

13. CME Group, Algorithmic Trading and Market Dynamics, July 15, 2010. CME refers to the
Depth variable as market resilience, which is the average width of the bid—offer spread for a specified
size order. Depth is defined as the number of contracts on average at the “top of the book” or best bid
or offer.

14. CME Group, Algorithmic Trading and Market Dynamics, July 15, 2010.
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CME Group Rule 576 to include an operator ID, also referred to as the “Tag 50
ID” or “User ID” with each order they enter into the CME Globex electronic
trading system.'* Although CME required its members who use algorithmic trading
systems (ATS) to identify themselves with the “Tag 50 ID” starting in 2006, full
implementation by all trading systems was not immediate. Therefore, microstructure
data on ATS and MSG variables appear to be more reliable after mid 2008. As a
result, this study covers the time period May 1, 2008, to May 27, 2010.'¢

The uniqueness of the dataset used in this study is due to the explicit identification
of algorithmic trading (AT) volume, which is the proportion of executed orders
originated from an ATS compared to the total electronic orders executed (variable
ATS). CME Group data also provides the proportional volume of electronic message
traffic attributed to ATS (variable MSG). Identification of the amount of electronic
messages generated by AT, in addition to the actual AT trades, is necessary because
the literature and anecdotal evidence indicate that ATSs generate a large amount of
bid and ask quotes which they cancel/lift over a short horizon. We believe that our
study is the first to use such detailed identifiers of AT in exchange-traded U.S.
derivatives markets.

B. Price and Trading Data on Futures Contracts

Daily open, high, low, and settlement prices, the daily total trading volume
(TrdVolu), and open interest (Oplnt) for the five contracts under investigation are
obtained from the Reuters/CRB database. The Reuters/CRB database also contains
the implied volatility (ZmpVela) for each of the contracts based on the near-the-
money futures options and the 200-day rolling historical volatility measure (HisVola).

C. Matrket Control Variables

In order to control for changes in the market conditions, various other variables
are extracted from the Reuters/CRB database: AAA-corporate bond yield
(CorpAAA); BAA corporate bond yield (CorpBAA); corporate credit spread
(CorpSprd = CorpBAA — CorpAAA); yield on 3-month Treasury Bill (Thill3mo);
difference between the AAA-corporate bond yield and the yield on 10-year Treasury
Note (DefSprd); difference between the yields on 10-year Treasury Note and the
3-month Treasury Bill (TermSprd); daily stock index levels for Dow Jones Industrial
Average (DOW), NASDAQ composite (NASDAQ), New York Stock Exchange
Composite (NYSE), Russell 1000 (Russell1000), and S&P 500 (SP500); daily
values of Goldman Sachs Commodity Index (GSCI), U.S. Dollar Index (DollarInd),

15. See CME Group, Market Regulation Advisory Notice RA0915-5, “Operator ID (‘Tag 50 ID")
Required on All CME Globex Orders.” These IDs are “unique to the party who entered the order.
For orders entered manually, the Tag 50 ID must be unique to the individual entering the order into
CME Globex. For orders entered by an automated trading system (‘ATS’), the Tag 50 ID must be
unique to the person, or the identified team of persons on the same shift, who are responsible for the
operation of the ATS. All Tag 50 IDs must be unique at the level of the clearing member firm” (p. 1).
16. The data for the ATS, MSG, Width, and Depth variables are from the regular trading hours.
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spot Gold price (GOLD), Reuters/CRB Commodity Index (ReutersCRBind), and
the CBOE’s Volatility Index (VIX)."

Table 1 presents the descriptive statistics on the futures microstructure variables.
Percentage of trading volume from algorithmic trading systems appears to be highest
in Euro FX (72.17%) and lowest in Crude Oil (32.43%) while for other contracts
ATS ranges from 40% to 50%. A possible explanation for this observation is the
existence of a highly liquid, electronic market for FX forwards that facilitates high
frequency cross-market and cross-currency trades.'® Figure 1 displays the relative
ATS and its time variation for the five contracts. Results for the percentage of
electronic message (MSG) traffic emanating from AT indicate that the Euro FX
contract has the highest proportion (88.33%) while the Eurodollar contract attains
the lowest (55.87%). This suggests that almost half of the electronic message traffic
in Eurodollar futures is generated by non-algorithmic activity. Figure 2 shows the
MSG and its time-variation. Figure 3 graphs the ATS and Figure 4 graphs the MSG."

Observations for the Width (bid-ask spread) and market Depth indicate that
Eurodollar futures has the smallest width and largest depth among the five contracts,
suggesting that the high liquidity of this contract attracts more “human” electronic
orders/quotes, which tend to be revised more frequently than the ones from
algorithms. We observe that the Crude Oil contract has the widest spread and least
depth. Crude Oil futures did not start trading on an electronic system as early as
other financial futures such as Euro FX and E-mini S&P 500. Spread trading is
more prevalent in a physical commodity market such as crude oil, and spreads
move more slowly compared to the outright futures prices. These market-specific
characteristics may explain the relatively low algorithmic trading activity in the
Crude Oil contract, and as a result its low liquidity can be attributed to limited
electronic cross-market and cross-commodity trading. There are relatively more
liquid and electronic cross-market and cross-asset trading possibilities for both E-
mini and Treasury note futures. Figures 5 and 6 display the Width and Depth across
five contracts and their time variation. These two graphs show the relative increases
in spreads and decreases in market depth during the third quarter of 2008 as a
result of the recent financial crisis.

Descriptive statistics for the trading volume, open interest, and volatility variables
are provided in Table 2. In order to understand variation in the market variables
prior to the start of our microstructure data period, comparison of these statistics
for two time periods is presented: the “before” period is April 10, 2006, to April 30,
2008; the “after” period is May 1, 2008, to May 27, 2010.% Figures 7 and 8 graph

17. These control variables chosen to take into account the changes in the commodity, corporate
debt, credit, currency, energy, equity fixed-income markets as well as the changes in volatility.

18. Findings of Tse, Xiang, and Fung (2006) and Cabrera, Wang, and Yang (2009) may point to this
interpretation.

19. Figure 3 graphs the ATS and Figure 4 graphs the MSG approximately one month before and after
May 6, 2010, the day referred to as the “Flash Crash.” A casual inspection of these figures does not
suggest an extraordinary change in ATS and MSG on that day.

20. Mean and median of market variables (using both parametric and non-parametric tests) are found
to be different during the 2-year period before and after May 1, 2008 (except for mean of GSCI).
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Table 1. Descriptive Statistics on Futures Microstructure Variables: ATS, MSG,
Width and Depth, May 1, 2008, to May 27, 2010.

CrudeQil EuroFX EuroDollar EminiSP TnotelQyr

Mean 32.43% 72.17% 44.10% 48.09% 4748%
Median 31.50% 72.89% 4298% 47.91% 48.03%
Max 43.50% 80.97% 5642% 59.22% 58.08%
Min 23.95% 55.24% 31.71% 36.56% 26.69%
Std. Dev. 3.98% 4.32% 5.80% 4.02% 535%
Skewness 03550 -0.9213 0.1340 0.1039 -1.0271
Kurtosis 22348 39365 1.8630 26756 4.5370
MSG
CrudeQil EuroFX EuroDollar EminiSP TnoteiQyr
Mean 70.67% 88.33% 55.87% 71.48% 65.89%
Median 68.96% §9.01% 55.12% 71.51% 66.57%
Max 85.65% 95.07% 85.65% 81.44% 84.18%
Min 57.74% 75.07% 21.53% 59.47% 48.20%
Std. Dev. 6.12% 3.83% 736% 3.78% 4.88%
Skew ness 0.5050 -0.7179 0.2774 -0.0478 -0.1736
Kurtosis 2.1064 3.0393 4.9103 2.7085 3.4623
Width
CrudeQil EuroFX EuroDollar EminiSP  TnotelOyr
Mean 48.08349 22.80801 18.34247 21.60916 28.57527
Median 4135478 18.7203 13.7488 20.74676 25.93447
Max 107.8332 75.27579 58.69449 62.13548 95.25045
Min 13.53045 13.0642 1259267 12.50082 15.63671
Std. Dev. 18.97225 9.878861 9.992397 9.022524 13.55803
Skewness 0.6779 1.2075 2.0948 1.3547 1.2368
Kurtosis 24031 4.5995 6.3964 52716 4.5477
Depth
CrudeQil EuroFX EuroDollar EminiSP TnotelQyr
Mean 6.10853 21.53783 1279.785 397.1073 409.0063
Median 6.051945 21.44758 717.1916 3483574 343.4008
Max 11.13911 48.83141 10062.65 1244.024 1350.825
Min 3.20584 6.041679 93.03325 68.40597 75.09946
Std. Dev. 1.936459 9209597 1723291 2132097 264.3048
Skew ness 04160 0.2744 3.0227 1.1495 1.1995
Kurtosis 2.1246 2.2571 12.5923 4.5287 4.1469

Note: ATS is the percentage of volume attributed to automated trading systems in the
specific market that day; MSG is the percent of message traffic attributed to automated
trading systems; Width is the average bid-ask spread for a given size order during a trading
day; Depth is the number of contracts displayed at the “top-of-the-book” (i.e., average size-
in terms of contracts-of the best bid and best ask quotes in the limit order book). The data for
the ATS, MSG, Width, and Depth variables are from regular trading hours.

Data source: CME Group
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Figure 6. Market Depth for the Period May 1,2008, to May 27,2010.

60

Depth - Scale for CrudeQil & EuroFX

10000

9000

8000

7000
6000
5000
4000
3000

JhgTpuoql g dsiuiwg “iefjogoung Joj ajess - yidag

2000

1000

Date

p

s EuroFX_De

P

Market Depth for the Period May 1, 2008, to May 27, 2010, for Crude Oil, Euro FX, Eurodollar, E-mini S&P 500, and 10-year U.S.

Treasury Note Contracts.

wmi=me Crude Oil_De

=z Tnote10yr_Dep

p

eenmm £ MiniSP_De

p

e EuroDollar_De
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the trading volume and open interest for the five contracts during the two years
before and after the start of our AT data. While Figures 7 and 8 show no obvious
trend, the ratio of trading volume to open interest presented in Figure 9 suggests a
positive time trend across all contracts with differing magnitudes. Figures 10 and 11
display the estimates of the implied and the intraday volatility of futures prices.
Although the main focus of the paper is not to statistically analyze these factors
individually, these graphs help visualize the market conditions specific to the futures
contracts under investigation.

We also include in our analysis various variables to control for conditions in the
overall financial markets. Table 3 contains the statistics for the market control
variables and provides before and after comparisons. Figure 12 graphs select market
control variables (VIX, CorpSprd, GSCI, Gold, and S&P 500) over the four years
(April 2006 to May 2010).

Using parametric and non-parametric tests for the mean and median of contract
specific variables, we investigate potential changes in trading volume, open interest,
implied and historical volatility, and four different measures of intraday volatility
(Garman-Klass, Parkinson, Range, and RSY94). For all five contracts, we observe
an increase in all volatility measures before (April 10, 2006, to April 30, 2008) and
after (May 1, 2008, to May 27, 2010) availability of ATS data in our study. Except
for the E-mini S&P 500 contract, open interest appears to decrease in the after
period.

These descriptive statistics are casual graphical observations and simple
univariate comparisons of means and medians. Our intention is not to model the
before and after effects based on ATS data availability but rather to use these
variables in a microstructure model to control for changes in markets specific to
each contract in addition to the overall economy.

IV. EMPIRICAL METHODS

In this section we describe the empirical methods used in estimating the intraday
price volatility and the models used in investigating the effects of DMA and
algorithmic trading on futures market liquidity. Liquidity measures used are the
daily average width and depth provided by the CME and calculated using the intraday
quotes and transaction prices.

A. Estimating Intraday Volatility

In addition to the implied and historical volatility measures provided by the
Reuters/CRB dataset, we estimate the intraday volatility (IntVola) of the futures
prices using various methods, expecting that both short-term and long-term volatility
affect market liquidity.

Finance literature, in particular futures markets research, contains numerous
methods to estimate intraday volatility using the daily open (OP), high (HP), low
(LP), and closing (CP) prices. The simplest estimator is the difference between
the high and the low prices of the day:
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Table 3. Descriptive Statistics on Market Control Variables: April 10, 2006, to May 27,

2010.
Corp Corp Corp Thill Def Term
Horizon  Statistic AAA BAA Sprd 3mo Sprd Sprd
Mean 5.5793 6.5536 0.9743 42186 1.0265 03373
e Median 5.55 6.56 0.91 4.853 0.803 0.152
§ &  Std.Dev. 0.2108 0.2250 0.1732 1.1955 04110 0.7982
_3: 8 5 Skewness 0.2511 0.0775 1.4610 -14156 12110 1.2355
;% E. Kurtosis 2.0095 2.2059 3.9512 37450 3.1567 3.7752
IQ Range 0.3600 0.3500 0.0900 12640 0.4940 0.9390
Ccv 0.0378 0.0343 0.1778 0.2834 0.4004 2.3664
Mean 5.4245 7.2348 1.8102 04505 19621 3.0086
w o Median 5.365 7.075 1.48 0.155 1.7715 3.203
§ § Std. Dev. 0.3362 0.9504 0.8153 06267 04125 0.5584
AN Skewness 0.9436 0.5829 0.7015 15112 06760  -0.4200
§ § Kurtosis 4.6777 2.2126 1.9179 3.5224 19874 1.7661
IQ Range 0.3700 1.7250 1.6300 02120 0.7275 0.9730
cv 0.0620 0.1314 0.4504 13912 02102 0.1856
Mean 5.5021 6.8935 1.3915 23291 14947 1.6807
© o Median 5.475 6.64 1.095 1.787 1.57 2.1105
081 § Std. Dev. 0.2908 0.7692 0.7220 2.1123 0.6232 1.5029
E & ';: Skewness 0.4506 1.5055 1.5710 02067 02739  -0.1190
g. g Kurtosis 4.1149 4.5344 4.1597 12876 20547 1.4215
IQ Range 0.3700 0.7200 0.5700 4.6980 1.0160 3.0525
Ccv 0.0529 0.1116 0.5189 0.9069 04169 0.8942
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Table 3, continued. Descriptive Statistics on Market Control Variables: April 10, 2006, to
May 27, 2010.

Horizon  Statistic DOW NASDAQ NYSE Russell 1000 SP5¢0

Mean 4,217.73 242501 9,128.36 76299  1,401.80
8 Median 4,225.97 243086  9,139.57 76633  1,408.21
§ § Std. Dev. 259.89 190.07 641.76 4858 88.34
s § Skewness -0.1904 -0.0457  -0.1427 -0.1047  -0.1018
'E E. Kurtosis 1.9050 2.3005 2.0043 1.9074 1.9160
< IQ Range 421.72 26817 1,029.14 80.27 148.15

cv 0.0616 0.0784 0.0703 0.0637 0.0630

Mean 3,400.42 201276 6,789.97 57495  1,051.88
8- Median 3,379.32 2,123.93  6,899.68 58491  1,066.19
§ §, Std. Dev. 533.86 34605 1,234.00 96.84 173.12
;‘ lc\;: Skewness 0.2752 -0.3308 0.2761 0.1321 0.1614
§ E“ Kurtosis 23995 1.7879 2.4248 21651 22283

IQ Range 74630 60804 1,690.72 153.96 265.63

Cv 0.1570 0.1719 0.1817 0.1684 0.1646

Mean 3,807.11 221790 17,953.55 66852  1,226.00
2o Median 3,80849 2,300.05  8,320.19 696.61 127758
§ §1 Std. Dev. 586.33 34726 1,528.84 121.36 222.63
S Skewness -0.5618 -0.7831 -0.4731 -0.5187  -0.4874
E_ § Kurtosis 22776 2.8530 2.1000 2.1420 2.0934
< IQ Range 911.08 38546 2319.66 183.40 344.65

Ccv 0.1540 0.1566 0.1922 0.1815 0.1816
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Table 3, continued. Descriptive Statistics on Market Control Variables: April 10, 2006, to

May 27, 2010.

Horizon Statistic Gold Dollarind GSCI

Mean 706.62 8141 512.43

8, Median 663.53 8253 483.44

€S  S.Dev. 11051 44409 8343

=S Skewness 1.0993 06508 1.0789

= F  Kurtoss 209892 23270 3.2554
£ a I
2 o Q

< Range 138.14  7.4610 121.55

cv 0.1564 0.0546 0.1628

Mean 964.55 79.87 510.85

e  Median 93836 79.85 486.96

£2  Std.Dev. 124.10 4.4334 14436

5 Skewness 02608 0.0943 0.9555

S 2 Kurtosis 2.2023 2.0955 3.1350
s= I

Range  206.22 7.2350 130.40

cv 0.1287 0.0555 0.2826

Mean 835.71 80.63 511.63

2.  Median 84848 80.87 484.11

22 Std.Dev. 17448 45017 117.99

Sl Skewness 03015 02644 1.0575

E 2 Kurtosis 2.0330 2.0103  3.9091
n.g 1Q

< Range 281.60 7.8910 104.27

cv 0.2088 0.0558 0.2306

ReutersCRB

424.35
404.98

52.04
1.2762
3.6471

61.41
0.1226

442.37
450.95

67.00
0.3701
2.3668

98.05
0.1515

433.40
413.41

60.67
0.7580
2.7847

86.22
0.1400

VIX

17.14249
15235
57511
06121
21157

102900
03355

3123839
2545
13.6837
1.2994
4.0689

18.1800
0.4380

2422429
21.68
12.6548
1.6549
5.9705

11.9300
0.5224

Notes: CorpAAA—AAA-corporate bond yield; CorpBAA—BAA corporate bond yield,;
CorpSprd—corporate credit spread (= CorpBAA — CorpAAA); Thill3mo —yield on 3-
month Treasury Bill; DefSprd —difference between the AA A-corporate bond yield and
the yield on 10-year Treasury Note; TermSprd —difference between the yields on 10-
year Treasury Note and the 3-month Treasury Bill; DOW —daily stock index levels for
Dow Jones Industrial Average; NASDAQ —NASDAQ composite; NYSE —New York
Stock Exchange Composite; Russelll 000—Russell 1000; SP500—S&P 500; GSCI —
daily values of Goldman Sachs Commodity Index; DollarInd—U.S. Dollar Index; GOLD

—spot Gold price; ReutersCRB —Reuters/CRB Commodity Index; and VIX —the CBOE’s

Volatility Index.

Data sources: Reuters/CRB database; CME Group’s ATS and MSG data is available from

May 1,2008, to May 27, 2010.
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Range, = Ln(HP)~ Ln(LP,) M)

Some researchers also used the simple difference of the two prices (Chan and
Lien 2003). Parkinson (1980) proposes a revised version of the range estimator:

Parkinson, =[Ln(HP)~Ln(LP)]" /[4Ln(2)] )

Garman and Klass (1980) incorporate the opening and low prices of the day
into the following estimate of intraday volatility:*

GarKla, = {% [Ln(HP) - Ln(LP)] }- {[21n(2) —1][LA(CP) - Ln(OP )]2}
3)

A version of the Garman-Klass estimator independent of the drift is proposed
by Rogers, Satchell, and Yoon (1994):%

RSY94, = {[Ln(HP,)— Ln(OP)][Ln(HP,) - Ln(CP,)]} -

4
{[Ln(LP)~ Ln(OP)][Ln(LE)~ Ln(CR)]} @

All four of these intraday volatility estimators rely on the daily range based
analysis with varying levels of efficiency. Based on the futures markets research,
we use the Garman-Klass estimates of intraday volatility in our empirical analysis.
We also repeat empirical tests using other estimators and find that our results do
not materially change.

B. Modeling Liquidity and AT

In order to investigate the effects of DMA and AT on the liquidity of futures
contracts traded at the CME, we use a model similar to the one used by Hendershott,
Jones, and Menkveld (2011). They model the relationship between the liquidity and
their proxy of algorithmic trading as:

Lig,, = o, + BAT, + 6 X,, +¢,, (5)

where Lig, is a measure of liquidity for stock 7 on day #, AT, is their proxy for the
algorithmic trading, and X, is a vector of control variables (which they choose to be
share turnover, volatility, the inverse of share price, and log market cap).”® They

21. Chen, Daigler, and Parhizgari (2006) and Shu and Zhang (2006) illustrate that volatility estimates
using the Garman-Klass method and the high frequency realized volatility measures provide equivalent
results.

22. Yang and Zhang (2000) discuss modifications to the RSY94 estimator.

23. Hendershott et al. (2011) include both fixed effects and time dummies in their model.
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estimate the panel regressions in equation (5) using standard errors that are robust
to general cross-section and time-series heteroskedasticity and within-group
autocorrelation (Arellano and Bond 1991).

Our empirical tests use two different direct measures of algorithmic trading
provided by the CME: ATS, percentage of trading volume identified as originating
from algorithms, and MSG, percentage of message traffic identified as originating
from algorithms. Our empirical tests do not suffer as much from the measurement
error as Hendershott, Jones, and Menkveld’s (2011) proxy for AT, normalized measure
of electronic message traffic.” We also use two measures of liquidity, average
market width and depth, for each contract. Our control variables include those
specific to the contracts GSCI, gold price, and CBOE’s volatility index VIX: estimates
of intraday and implied volatility, trading volume and open interest, as well as market-
related factors.

We estimate the following general model using various cross-sectional time
series (CSTS) techniques:

Lig,, = ¢, +ﬁAlgo,,+§X,, +¢,Z +, (6)

where Lig, , is either of our liquidity measures ATS or MSG; Algo, is either of our
direct measure of algorithmic trading, X, is a vector of control varlables on each
futures contract (IntVola, intraday Vo]atihty, ImpVola, implied volatility; OplInt, open
interest; TrdVolu, trading volume) and Z,  is a vector of market controls (GSCI,
Goldman Sachs puuquuxt_‘y IudeA, uﬁld pnue of gOld VLX CBOE’s volauu‘y
index). Explicitly, we first estimate models without market controls:

Liqi’, =a, +ﬁiAu + 61,,.IntV01ai,t + 52’,.ImpVola it

7
6,,0plnt,;, +6,,TrdVol, , + ¢, @
Width ATS,
h L = it dA — il . 8
where i, {Dep%, and A, { ol ®)

In order to provide robust estimation results, we use the following alternative
panel estimation methods: (a) random-effects GLS regressions with autoregressive
errors AR(1); (b) standard fixed-effects panel regression using the between-
regression estimator (when we exclude market controls from the independent
variables). When we include the vector of market controls in our analysis, we
estimate the following models using (c) standard fixed-effects panel regression
with using the between regression estimator and (d) fixed-effects cross-sectional
time-series regression with first-order autoregressive disturbances:

24. Hendershott et al. (2011) state that they “cannot directly observe whether a particular order is
generated by a computer algorithm,” which is due to the nature of the NYSE data they use in their
analysis. They indicate that “the rate of electronic message traffic may be a useful proxy for the
amount of algorithmic trading taking place,” which they normalize by dividing number of electronic
messages by trading volume of each stock on a given day.
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Lig, =o, + B4, +6,IntVola, , + 5, ImpVola,  +3J, Oplnt, , +«

®
d,;TrdVol, +¢,GSCI, +¢,Gold, + g, VIX, +¢,,

. Lig = Width, , dd = ATS,, (10)
where iq,, = Depih,, and 4, = MSG,,

We estimate equation (6) with various market control variables and find that
the results do not materially change; therefore, we report our findings using the
vector of market controls that include the GSCI, Gold, and the VIX.

V. EMPIRICAL RESULTS

Table 4 presents the empirical results for the effects of algorithmic trading on
liquidity using only the contract specific factors as control variables (specifically
equations 7 and 8). The results using both the random-effects GLS regressions
with AR(1) and the fixed-effects models are consistent. After controlling for intraday
and implied volatilities, trading volume and open interest, we find that an increase in
the proportion of trading associated with algorithmic trading systems (AT'S) decreases
the width (spreads) and increases the market depth. When an AT’s proportion of
electronic message traffic (MSG) is used as a measure of algorithmic trading, we
observe the same results. Our models explain relatively large portions of within and
between variation in the cross-sectional time series data, and coefficient estimates
of ATS and MSG are all significant at 1%.

Estimated coefficients of volatility, volume, and open interest are consistent
with the findings in futures MMR. (See, e.g., Wang, Yau, and Baptiste 1997, Wang
and Yao 2000; Girma and Mougoue 2002; Bryant and Haigh 2004; and Frank and
Garcia 2009.) Width (spreads) increases with both measures of volatility and
decreases with trading volume and open interest; their effect on Depth is reversed.
Our results for the volatility are robust to the measurement of short-term (intraday)
volatility and longer-term (implied) volatility.

The changes we observe by considering only the futures contract-specific
factors may in fact be influenced by other dynamics of overall financial markets.
Table 5 presents findings when we include both futures contract and market control
variables in our cross-sectional time series regressions (specifically equations 9
and 10). Results based on cross-sectional time series estimation using both the
fixed-effects and fixed-effects with AR(1) disturbances are consistent and confirm
the findings presented in Table 4.

We again observe that trading volume of ATS (as well as their proportion of
electronic message traffic, MSG) decreases the Width while increasing the market
Depth, after controlling for both futures contract-specific and market-wide factors.
While the coefficient estimates of futures contract—specific control factors retain
their signs and significance, the inclusion of market-wide factors increases the
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within and between R-squared values of our models.?

Our empirical results for the effects of AT on the liquidity in futures markets
using direct measures that identify algorithm-generated trades and quote revisions
confirm the findings for the U.S. equity markets by Hendershott, Jones, and Menkveld
(2011) and the findings for the German equity markets by Hendershott and Riordan
(2009). While we employ a very similar model to the one used by Hendershott,
Jones, and Menkveld, our measures of AT activity do not suffer from their
measurement errors. Results presented in our Tables 4 and 5 are based on four
different cross-sectional time series modeling techniques and two separate direct
measures of AT activity; after controlling volatility, trading volume, open interest
and other market-wide factors, the findings indicate that algorithmic trading has a
significant positive impact on market liquidity. This is evidenced by a decrease in
spreads and an increase in depth. The nature of our dataset obtained from the
CME Group precludes us from analyzing the informativeness of individual AT
generated trades and quotes.

VI. CONCLUSIONS

Although the extensive use of algorithmic trading (AT) activities emerged
relatively more recently in the exchange-traded derivatives in comparison to the
equity markets, their impact on market quality and risk management may be more
substantial. In order to analyze the potential effects of DMA, AT, and their
accompanied changes in exchange-traded derivatives markets, this study provides
an extensive review of the research in both equity and derivatives market
microstructure.

After synthesizing the very recent and limited empirical evidence for the effects
of algorithmic trading in equity markets, our research presents empirical results
based on a unique dataset of algorithmic trading activity in five futures contracts
electronically traded at the CME Group exchanges. To the best of our knowledge,
this study is the first to provide such empirical evidence for the U.S. futures markets.

The uniqueness of the dataset used in this study is due to the explicit identification
(direct measurement) of algorithmic trading volume — the proportion of executed
orders originated from ATS to the total electronic orders executed (variable ATS).
CME Group data also include the proportional volume of electronic message traffic
attributed to ATS (variable MSG). Our empirical results are based on the Crude
Oil, Euro FX, Eurodollar, S&P 500 E-mini, and 10-year U.S. Treasury Note futures,
for the time period between May 1, 2008, and May 27, 2010.

After controlling for short- and longer-term volatility, trading volume, and open
interest, as well as other market-wide factors, we find that an increase in the
proportion of trading associated with algorithmic trading systems (ATS) decreases
the width (spreads) and increases the market depth in futures trading. When an
AT’s proportion of electronic message traffic (MSG) is used as a measure of

25. We estimate equations (9) and (10) using various combinations of market control variables and
find no material change in our overall results for the impact of AT on liquidity.
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algorithmic trading activity, we observe similar statistically significant results. Our
models explain relatively large portions of within and between variations in the
cross-sectional time series data, and our coefficient estimates for the volatility,
volume, and open interest all have the expected signs and significance. Similar to
recent research in equity markets, our results for the U.S. futures markets conclude
that algorithmic trading has a positive impact on market liquidity.

It is our intent that this paper will provide guidance to market participants,
exchanges, and regulators because it presents empirical evidence on early stages
of DMA and AT in futures markets and discusses the implications of these
developments for exchange-traded derivatives markets.
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WOULD PRICE LIMITS HAVE MADE
ANY DIFFERENCE TO THE
“FLLASH CRASH” ON MAY 6, 20107

Bernard Lee, Shih-fen Cheng, and Annie Koh*

On May 6, 2010, the U.S equity markets experienced a brief but highly unusual
drop in prices across a number of stocks and indices. The Dow Jones Industrial
Average (see Figure 1) fell by approximately 9% in a matter of minutes, and
several stocks were traded down sharply before recovering a short time later.
The authors contend that the events of May 6, 2010 exhibit patterns consistent
with the type of “flash crash” observed in their earlier study (2010). This
paper describes the results of nine different simulations created by using a
large-scale computer model to reconstruct the critical elements of the market
events of May 6, 2010. The resulting price distribution provides a reasonable
resemblance to the descriptive statistics of the second-by-second prices of
S&P500 E-mini futures from 2:30 to 3:00 p.m. on May 6, 2010. This type of
simulation avoids “ over-fitting” historical data, and can therefore provide
regulators with deeper insights on the possible drivers of the “flash crash,”
as well as what type of policy responses may work or may not work under
comparable market circumstances in the future. Our results also lead to a
natural question for policy makers: If certain prescriptive measures such as
position limits have a low probability of meeting their policy objectives on a
day like May 6, will there be any other more effective counter measures without
unintended consequences?
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2010. We will not attempt to repeat those accounts here. We will aim to

provide arelatively straightforward summary, for the purpose of setting the
proper context of our simulation analysis. Given that we are simply summarizing
basic facts for the convenience of our audience, we would like to acknowledge the
relevant sources al at once, including the “ Joint CFTC-SEC Preliminary Report”
and its corresponding “Final Report” (CFTC 2010a,b), aswell as aresearch report
published by the CME Group shortly after the May 6, 2010 incident (CME Group
2010). In addition, we have benefited from primary sources of data provided by the
CME Group aswell asthe SGX .2

Thetrading day of May 6, 2010 started with unsettling political and economic
news due to the European debt crisis. Just one day before, the Greek government’s
debt crisis boiled over into violence on the street of Athens. These factors had
weighed on global markets before U.S. trading hours, and the U.S. equity market
was down in early trading. At around 2:30 p.m. (all times are shown in Eastern
Standard Time), the overall decline suddenly accel erated, after arush of sell orders.
Within a few minutes, both the S& P 500 Index and its June 2010 E-mini futures
dropped by more than 5% (shown in Figure 2).

Staff of the Commodity Futures Trading Commission (CFTC) conducted a
post-mortem analysis of thetop 10 largest longs and shorts. Those analyses suggest
that, in most cases, traders with the largest longs and shorts in fact traded on both
sides of the market. In other words, there was no obvious one-sided “ squeezing” of
the market. The CME order books on futures also showed that there were many
more sell ordersthan buy ordersfrom 2:30 to 2:45 p.m. However, the volume of E-
mini futures surged to eight times that of SPDRs (after adjustments) between 2:45
and 2:50 p.m. To most traders, this was a clear indication that the futures market
was driving the cash market, not the other way around.

The bid-ask of the June 2010 E-mini S& P 500 futureswidened considerably at
about 2:45 p.m., triggering CME’s Globex stop logic functionality. The stop logic
functionality aims to prevent the triggering of stop-loss orders that would have
resulted in transactions at price levels bel ow the contract’s* no-bust range,” leading
to an avalanche of price declines due to order-book imbalances. This functionality
put the market in a “reserve’ state when orders could be entered, modified, or
cancelled but not concluded. It was, in fact, triggered in the E-mini market at 2:45:28
p.m. for five seconds, precisely when the E-mini contract hit its low of the day.
Since futures were not traded during these five seconds, the linkages between the
cash and the futures markets would have broken down despite that, in theory, U.S.
stock futuresthat are traded on the CME are supposed to be coordinated with cash
equity trading on the New York Stock Exchange (NY SE).

The mgjority of the single-name stocks had declines consistent with the 5%
declinein June 2010 E-mini S& P 500, which traded at its low of 1056 by 2:34:28
p.m. However, three stocks — namely, Proctor and Gamble (PG), 3M (MMM),

There are many publicly-available accounts of the market events of May 6,

1. The authors gratefully acknowledge the help from John Labuszewski of the CME Group as well
asthat of Sutat Chew from the Singapore Exchange.
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Figure2. June 2010 E-mini futureson S& P 500 vs. SPDRs.
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and Accenture (ACN) — continued to decline even asthe E-mini S& P 500 contract
hit its low and then began to reverse upward (see Figure 3). These three stocks hit
their Liquidity Replenishment Points (LRPs) at 2:45:52 p.m., 2:50:36 p.m., and 2:46:10
p.m., respectively, while their lowest trading prices of $39.37, $67.98, and $0.01
werereported at 2:47:15 p.m., 2:45:47 p.m., and 2:47:54 p.m., respectively.

Eventually, Nasdag announced that it would bust al trades that were more
than 60% off the market. Of the U.S.-listed securities with declines of 60% or
more away from the 2:40 p.m. transaction prices (resulting in busted trades),
approximately 70% were ETFs. This observation suggested that ETFs as an asset
class were affected more than any other categories of securities. One hypothesis
isthat ETF might have been widely used by investors as inexpensive short hedges
and in placing stop-loss market orders.

Severa hypotheses were raised by the “ CFTC-SEC Preliminary Report to the
Joint Advisory Committee on Emerging Regulatory Issues’ as to what might have
caused the trading experience of May 6, 2010:

1. Disparate trading venues in the United Sates; thisis aso known as
“market fragmentation.” It refers to the fact that multiple exchanges,
aternative trading systems, and private matching networks (dark pools)
run by broker-dealers al trade the same stocks in the United States
simultaneoudy. Whilethe overdl liquidity may appear substantia, whenever
there is a liquidity problem faced by one of the many trading venues
containing afraction of thetotal liquidity, the manner in which that venue
reacts to the problem may initiate an overal chain reaction. Such achain
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reaction may not have happened at all if the total liquidity for each stock
can be consolidated into asingle trading venue.

2. “Liquidity Replenishment Points” (LRPs) at the NYSE and similar
practices. Whenever an LRP is triggered, the NY SE will go into a*“go
slow” mode and pause momentarily to alow liquidity to enter the market.
Thismay have exacerbated the problem, in that automated trading orders
aremost likely rerouted to other possible trading venues, resulting in anet
loss of trading liquidity at the primary market. This may also have the
effect of triggering similar cautionary proceduresin parallel trading venues,
driving liquidity further from the market.

3. “Self-Help remedy.” Two exchanges declared “self help” against
NY SE Arcainthe minutesprior to 2:40 p.m., after NY SE Arcarepeatedly
failed to provide a response to incoming orders within one second. Such
declarations free the declaring exchanges from their obligations to route
unmatched ordersto the affected exchange, resulting in additional loss of
trading liquidity. For instance, ahigh bid and alow ask on the same stock
appearing on two different exchanges, which could have been matched if
there was rerouting, would fail to be matched under such circumstances.

4. Sop loss market orders. Some market participants left sell orders
much lower than current prices as market orders to sell, primarily as a
stop-loss precaution. Those orders were not expected to be executed. In
afast-falling market, these stop-loss market orders might have triggered
a chain reaction of automated selling orders, and the sellers would have
limited time to reconsider those orders. Typically, such orders would be
left by institutional investors, and the quantity involved could be quite
substantial as compared to the existing liquidity for a particular stock.

5. Short sales and stub quotes. Short sales against stub quotes accounted
for more than 70% of the busted trades between 2:45 and 2:50 p.m. and
approached a staggering 90% between 2:50 and 2:55 p.m. The fact that
stub quotes were never intended to be executed, and that there would be
limited (if any) upsideto short selling against near-zero bids, suggeststhat
at least some of these short sales were placed in a somewhat automated
manner, since it would be unlikely for any experienced human trader to
execute such orders.

In Lee, Cheng, and Koh (2010), the authors constructed a simulated market
with multipletypesof computer agents, including amarket maker, systematic traders
(deploying several varieties of trend-following strategies, which are among the most
common techni ques deployed by hedge funds), and “retail-like” investorswho place
randomized bids and asksinthe market in amean-reverting manner. Unliketraditional
market smulations, the evolution of asset prices is the direct result of how these
agents are trading against each other as in real markets, and there are no a priori
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Figure3. June2010 E-mini Futureson S& P500vs. PG MMM, and ACN.
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assumptions on asset price distributions. While market simulationishardly new, the
academic contributions of our work are the following:

(i) We provide aconvincing description of market dynamicsbased on the
structure of the market and the type of participants.

(if) Theresulting price distribution provides a reasonabl e resemblance of
the descriptive statistics of certain commodity markets.

(iii) Yet the simulation does not contain so many degrees of freedom that
it essentialy “over-fits’” historica data, resultingin limited predictive power
andinsights.

Thekey findingsfrom our earlier study include thefollowing:

1. Intheory, trend-following isatrading strategy that can be replicated by
lookback straddles, which is a traditiona “long gamma’ strategy. The
theoretical strategy is supposed to have unlimited upside but limited
downside, much like any option. However, most option pricing theories
work under the unrealistic assumptions of infinite liquidity and zero
transaction costs. What we have observed is that, as we deliberately
withdraw liquidity from the market, the profit-and-loss profiles of thetrading
strategieswill deviate further and further away from the theoretical bounds
derived based on option theories.
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2. Asthe percentage of systematic tradersin the market exceedsacertain
threshold (between 60% and 80%) relative to the total number of market
participants, the bids and offers in the market will concentrate on only
one side of the market, especially during extreme market movements.
Market prices will begin to behave erratically, leading to the eventual
breakdown of the market.

3. Finaly, any attempt to restore market liquidity by changing the “rules
of the game” in the middle of trading is unlikely to produce the desired
outcome. The process for market agentsto adjust to any new set of rules,
aswell assubsequently reversing to the original state of the market, appears
to cause more problems than it solves by creating significant liquidity
disruptionsto the market.

The goal of this paper isto determineif the findings from the earlier paper can
be used to understand and assess potential regulatory responses, such as those
listed in the “Joint CFTC-SEC Preliminary and Final Report.” In particular, the
authors contend that the events of May 6, 2010, show a pattern consistent with the
type of “flash crash” observed in our earlier study. While some commentators
assigned blame to high-frequency trading, our analysis was unable to identify a
direct link to high-frequency trading per se. Rather, the likely causes are the
domination of market activitiesby trading strategiesthat are responding to the same
set of market variablesin similar ways, aswell as various pre-existing schemes that
modify the “rules of the game” in the middle of trading, that resultsin a significant
withdrawal of liquidity during extreme market movements. In addition, certain micro-
structural safety mechanismsin the market, such asthe uneven triggering of circuit
breakers by the cash equity, futures, and ETF markets at different times, may have
exacerbated the problem.

Furthermore, the triggering of the Liquidity Replenishment Points at the New
York Stock Exchange (NY SE), commonly known as “go slow” maode, might have
further driven liquidity out of the market when it was needed the most. Only when
certain stocks reached “ stupid cheap” levels, other investors seized the opportunity
to buy and market prices began restoring to levels consistent with fundamental
valuations. Moreover, the subsequent cancelling of trades by the NY SE has created
a significant worry for market participants (market makers in particular) who can
potentially stepinto provide much-needed liquidity in similar episodesin thefuture.

To achieve our objectives, we have constructed nine different simulations in
this study, in an attempt to recreate various market conditions for the cascading
effects leading to the type of flash crash seen on May 6. Those results alow usto
study the potential effects of:

* imposing position limits by traders.
* changing from continuous time auctions to discrete time auctions.

* imposing price limits during a major market dislocation, with different
trigger levels.
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Figure4. A SampleMarket Sructurethat AgentsNeed to Under stand.
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I. DESIGNING THE SIMULATION PLATFORM

It has been widely speculated that the Flash Crash on May 6, 2010 was caused
primarily by two factors. (a) trading venues with different and often inconsistent
rulesof operationsand (b) complex dependency among multiple assets (e.g., among
index tracking ETFs and its component stocks). The first factor contributes to the
congestion of orders when trading venues are slowing down unevenly, while the
second factor contributes to the contagion of instability from one asset to other
related assets. In order to reconstruct the market conditions leading to the Flash
Crash and to evaluate policiesthat could help preventing similar incidents, we have
developed aredlistic microscopic financial simulation even though, to the best of our
knowledge, no financial simulator can reproducefaithful replicationsof both features.

The simulation platform utilized in this paper is derived from the model first
introduced in Cheng (2007), and used subsequently for analyzing extreme market
conditionsin Leeet a. (2010). In thefollowing subsections, we will briefly describe
the enhancements necessary for the simulation platform to model the two features
mentioned above.

A. Multiple Trading Venues

With any sufficiently generic market engine, introducing multipletrading venues
is relatively straightforward: The engine can simply create additional markets
according to rules as specified by the user. However, the key challenge of having
multipletrading venuesisnot about creeting additiona marketsbut avoiding operationa
bottlenecks. More specifically, we need to address how we can design a conceptual
structure that is understandable by software agents and come up with areasonable
price discovery process under multiple trading venues.

For the software agents that we plan to introduce to the system, they need to
recognize the relationship(s) among multiple markets. For example, for the case
where a particular asset A is traded simultaneously in two markets, an agent needs
to understand that buying and selling A in both marketswill directly affect the position
of A. In other words, agentsin the simulation will need to load aconceptual mapping
like the one illustrated in Figure 4. In our simulation design, we allow structural
information to be defined compactly and all agents are required to load this same
structural information at the starting-up phase. Once such mapping is loaded, an
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Figure5. Introducing Dependenciesto Assets.

agent will then be able to keep an aggregated view on position bal ances through the
linkages between markets.

Another important issue that needs to be addressed when introducing multiple
trading venues is how prices of the same asset are synchronized across different
markets. Take asset A in Figure 4 as an example: An agent intending to establish a
long position in asset A needs to decide which market to trade in, since markets 1
and 2 are running independently and may have different prices. Agents certainly
may have their own logic in deciding which market to go for; however, to simplify
agent design and to emulate real-world trading rules, we assume that all bids and
offers submitted by agents will go through a mechanism similar to the National
Best Bid and Offer (NBBO) rule implemented in the U.S .stock market. In other
words, when picking which market to tradein, an agent will simply pick the market
with lowest ask prices (from all markets) when buying and the market with highest
bid price when selling. Our assumption is that the updates on best ask/bid prices
from all marketswill be instantaneous without delay.

The framework presented above will alow us to design arbitrary market
structures that suit our needs.

B. Complex Asset Dependency

Another important feature that we want to introduce is to allow assets to be
related to each other. For example, the trading price of an index future should be
dependent on the prices of al stock componentsthisindex futuretracks. By alowing
such dependencies, we are effectively linking up independent assets. An example
of such dependency isillustrated in Figure 5.

Prices of linked assets cannot be directly synchronized, since prices of all
assets still need to be determined by the market. Therefore, we need to go through
a market mechanism to synchronize these asset prices. In order to achieve such
synchronization, we introduce a special agent class called the “Arbitrageur.”
Arbitrageurs understand the relationship between assets, and they will trade
whenever market prices are significantly out-of-sync.
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Taking Index A in Figure 5 as an example: By assuming that StocksA, B, and
Careequally weighted in Index A, we can design the Arbitrageur using the following
rulesto eliminate any out-of-sync prices:

«IfBid > (1 +a){AsKy .+ AK, o T AK .} then the arbitrageur
should buy the basket of three stocks and sell the index.

«If (1 +a)Ask . <{Bid,,, +Bid__. +Bid, .} thenthe arbitrageur

should buy the index and sell the basket of three stocks.

The parameter a is introduced to account for market frictions like delays or
transaction costs. Arbitrageur will constantly review its holding, and whenever any
of thefollowing conditionsis met, theArbitrageur will liquidateits positions:

(1) If the price discrepancy disappears, that is, Mid . ~ Mid, . +
Midg ., + Midg ... The tolerance for being “sufficiently close” for
liquidation can be adjusted empirically based on the bid-ask spreads shown

in the tradable assets.

(2) If aperfect arbitrage is unsuccessful because of market slippage, we
will implement a stop-loss rule to “reverse out” from any yet-to-be
completed arbitrage trade based on atime trigger. Thiswill happen when
say only three out of the four legs of the arbitrage trade can be executed
at the intended prices. Thisis an important feature to be included in any
typeof “flood to the gate” scenario, when one or morelegsof an arbitrage
trade is moving away from its intended price and the Arbitrageur has no
choice but to unwind the trade.

(3) If, instead of convergence, an arbitrage trade diverges and creates
lossesinstead of profits, the Arbitrageur will automatically “reverse out”
from the arbitrage trade to prevent any run-away negative P&L. Thisis
consistent with real-world practices and is another important feature to
be included in any type of “flood to the gate” scenario. The trigger for
stop lossisset to 5% initially and will be adjusted empirically based on the
actual price behavior shown in the tradable assets.

The above rules for the Arbitrageur can be easily generalized to include an
arbitrary number of assets and uneven weights.

II. SIMULATION DESIGN

A. Current Study

As mentioned earlier, we have conducted nine different smulations in this
study, in an attempt to recreate various market conditions for the cascading effects
leading to the type of flash crash seen on May 6. Those results allow us to study
the potential effectsof imposing position limitsby traders, changing from continuous
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time auctions to discrete time auctions, and imposing price limits during a major
market dislocation, with different trigger levels.

Specifically, therearethe“deltas’ from one simulation to the next in the current
study:

Smulation 1 — Smulation 2: Compressing the action-reaction time

fromthe“go dow” modein exchange 1tothe“go dow” modein exchange

2, inorder to pinpoint the potential triggering conditions|eading to cascading

effects. The purpose is to illustrate how market micro-structural issues

can make a significant difference to market stability.

Smulation 2 — Smulation 3: Imposing position limits by trader, instead
of typical position limits by symbols (i.e., per stock trading on each
individual exchange).

Smulation 3 — Smulation 4: Changing the clearing mechanism from
continuoustime auction to discrete time auction, which would have negate
any trade execution advantages of high-frequency, algorithm-based trading.

Smulation 3 — Smulation 5: Simulation 5 is a variant of Simulation 3,
in which quotes are not updated during the slowdown.

Smulation 3 — Smulation 6: Simulation 6 is a variant of Simulation 3,
inwhich pricelimitsareimposed when prices have dropped by more than
40%, respectively, when compared to the base prices that are sampled
from the last done prices every 60 seconds.

Smulation 6 — Smulation 7: The trigger level above is set to 30%
instead.

Smulation 7 — Smulation 8: The trigger level above is set to 20%
instead.

Smulation 8 — Smulation 9: The trigger level above is set to 10%
instead.

B. Technical Descriptions of Market Agents

For each stock, there are two markets in which it can be traded, with one
market being roughly twice aslarge asanother market (intermsof initially-available
liquidity). Each stock isserviced by aMarket Maker (MM) that iswilling to provide
liquidity by earning asmall fee; the Index market, on the other hand, is not serviced
by any MM. Besides the Market Maker, there are also Zero Intelligence (ZI1) (or
“random”) agents, Trend Following (TF) agents, and Arbitrageur (AA) agents, with
the latter having been described in detail in Section IB. Both ZI and TF agents are
alowed to trade every stock available; however, only ZI agents are allowed to
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trade the Index. When trading in the Index market, ZI agents are designed to
understand the linkage between index and its stock components. Whenever there
are sufficiently large gaps between prices of index and component stocks, the AA
agent will be performing arbitraging trades as described in Section IB and pulling
thelndex back toitsfair valuein the process. Non-convergencein the Index market
isalowed and is one critical element of the market that we intend to model.

We have designated separate agents to emulate automatic stop losses and to
generate the initial selling pressure in the Index market similar to the rush of sell
orders at around 2:30 p.m. on May 6. A group of four agents (known as Bear
Market agents) will automatically start piling in sell orders quickly once the major
market slows down, to simulate the initial triggering of sell orders by traders who
arelikely tointerpret the“ go slow” mode as highly-negative market sentiments. To
trigger automatic stop losses as and when the market suffers significant losses, a
group of three agents will constantly monitor the stock prices. When asset price
dropsto below 60% of initial asset price, these agents (known as Stop-L 0ss agents)
will begin placing large amounts of sell orders. For both groups of agents, the amount
of sell orders each agent can issue is capped with a predetermined upper bound.

Inall of our ssimulations, we fixed the agent composition at 18 ZI agents, 27 TF
agents, and 9 AA agents, in order to represent amarket in which thereis significant
presence of professional traders using algorithm-based techniques as well as those
who are looking for arbitrage opportunities.

III. ANALYSIS OF SIMULATION RESULTS
This section contains adetailed analysis of our nine simulations.
A. Simulation Results

We have conducted nine different types of simulations based on a slowdown
on market 1 followed by a slowdown in Market 2. In each case, we have plotted
out the price history (for Stocks A, B, and C as well as the Index), the rolling
exponentially-weighted volatility based on a value of 0.9 and the trading volume
of each asset in 30-second buckets. The entire simulation lasted 900 seconds, which
is comparable to the most active time period of the “flash crash” on May 6, 2010.

1. Simulation 1

The simulation shown in Figure 6 isbased on aslowing down of Market 1 from
120 to 360 seconds and then a slowing down of Market 2 from 240 to 480 seconds.
In the first case, we can see that prices collapsed, rolling volatilities spiked, and
trading volumes picked up during the interval from 120 to 240 seconds and then
during theinterval from 400 to 600 seconds. This observation is consistent with our
earlier research, in that the real problem appears to be caused by changing the
“rulesof thegame” inthemiddle of trading, instead of the simple domination of the
market by any specific type of traders. Since there are no changesto the fundamental
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demand-and-supply balance during the simulation (except for theinitial triggering
of selling orders by Bear Market agents), the market will function properly onceit
is stabilized, but the subsequent reversion to normal speed of clearing once again
create an imbalance of demand and supply leading to significant priceinstabilities.
In addition, we observethat, in some cases, price actually hit the value of $1, which
is the value of stub quotes left by market-makers.

2. Simnlation 2

The simulation shown in Figure 7 is based on a slowing-down of Market 1
from 120 to 240 seconds, and then Market 2 slowed down from 180 to 360 seconds.
We are interested in understanding what may happen as and when we push the two
slow-down periods closer together, emul ating the cascading effects among unstable
parallel markets. As expected, we no longer observe two distinct periods of shocks.
Even more interesting are the observations that (a) the price-shock periods are
compressed; asaresult, therereally isn’t asufficient timelag for supply and demand
conditions in the market to recover from the first price shock before entering the
second price shock; (b) prices go through an extended period of instability after the
360th second or the end of the second shock period; and (c) during the time when
pricesgo through an extended period of instability, there continueto be many instances
in which the Arbitrageur agents are unable to pull the Index back to its fair value.
Thisis shown in Figure 15. Simulation 2 will be treated as our base scenario for
testing other potential policy responses.

3. Simnlation 3

Thesimulation shown in Figure 8 ishased onimposing position limitsby trader,
instead of typical position limitsby symbol (i.e., per stock trading on each individual
exchange). Although not apparent from the descriptive statistics, the markets in
this simulation experienced asignificant increasein violent “ up and down” shocks,
and the price graph clearly showssigns of increased priceinstability. Readers should
note that the type of extreme “up and down” shocksis actually consistent with the
type of price movements shown on May 6. Those shocks are not observable with
exchange data at the second-by-second level, but the authors have examined internal
aggregated client data provided by abroker-dealer at the microsecond level showing
exactly that type of extreme “up and down” shocks during the 2:30 to 3:30 p.m.
EST period on May 6. The fact that these shocks actually become significantly
more pronounced dueto theimposition of position limits suggeststhat position limits
areunlikely to haveworked as an effective regulatory tool to eliminate“flash crash”-
like symptoms.

4. Simulation 4

Thesimulation shown in Figure 9isbased on changing the clearing mechanism
from continuous time auction to discrete time auction, which would have negated
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any trade execution advantages of high-frequency, algorithm-based trading. The
modified clearing mechanism does not mean that the algorithm-based traders cannot
execute trades; it only means that certain traders do not have any speed advantage
relative to other market players, so they will profit only when they can come up
with a fundamentally superior trading strategy that is not based on more timely
execution. Based on both the price graphs and the descriptive statistics, it is not
obvious that negating the advantages of high-frequency trading can make any
significant differencein maintaining market stability.

5. Simulation 5

The simulation shown in Figure 10 is based on Simulation 3, in which quotes
are not updated during the slowdown. This simulation is designed to address the
following question: Instead of a total and abrupt stoppage — which is generally
considered by the market as a blunt and ineffective tool since it simply delaysthe
resolution to any fundamental imbalances in supply and demand — what would
have been another alternative to asimple “go slow” mode? The typical “go slow”
mode bears a certain degree of resemblance to discrete time auctions, in that
primarily the amount of through-put in the clearing process is slowed down.
Therefore, it is natural to ask whether stopping the publishing of quotes will make
any difference. Based on both the price graphs and the descriptive statistics, it is
not obviousthat stopping the publishing of quotes could have made any significant
differencein maintaining market stability.

6. Simulations 6, 7, 8, and 9

Thesimulationsshownin Figures11, 12, 13, and 14 are based on Simulation 3,
in which price limits are imposed when prices have dropped by more than 40%,
30%, 20%, and 10%, respectively, when compared to the base prices that are
sampled from the “last done” prices every 60 seconds. Asaresult of imposing this
new policy, there are significant decreasesin the skewness, kurtosis, and maximum
drawdown statistics, with more significant improvements as and when the trigger
level islowered. Readers should note that imposing price limits does not address
any fundamental supply and demand imbalances. Such imbalance should resultina
natural dropin pricesuntil anew market equilibriumisfound, instead of any extreme
“up and down” shocks, which rarely result in genuine pricediscovery and the orderly
resolution of excessive demands/supplies. Moreover, there are more extreme “up
and down” shocks when the price limit trigger is set either too low (40%) or too
high (10%) — that may mean that regulators are either intervening too late (thus
not providing any relieves) or needlessly (potentially making the situation worse).
Theideal trigger level seemsto be between 20% and 30%, which is consistent with
the intuitive expectations of some market practitioners. Although we started these
simulations by modifying Simulation 3, agent-level position limitsare not breached
inalmost all cases, so that in practical terms Simulation 2 should be considered our
true base scenario for these four simulations.
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Figure15. Comparison of Synthetic Fair Valuevs. Traded I ndex Valuesin Simulation 2.
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B. Statistical Analysis

The summary statistics below (Tables 1-4) are computed based on second-
by-second data using absolute differences in returns on the Index. Because our
simulated Index is composed of only 3 stocks instead of 500 securitiesin the SPX,
the differencein baseindex val ues meansthat computing the proportional differences
may produce non-comparable (if not non-sensical) resultsand in particular unreliable
skewness statistics. Skewness and kurtosis are scale invariant, and the simulated
skewness and kurtosis appear to be “close enough” when compared to those
observed from the SPX E-mini futures market on May 6, 2010. Moreover, the
minimum and maximum values of the simulations are roughly about 10 times the
size of their corresponding standard deviations. That is not reasonable as compared
toreal-market returnson May 6, 2010 especially those of single-name stocks. (Refer
to our earlier study for afurther discussion on the challenges and goals in getting
“close enough” when matching momentsin simulating extreme market movements.)

The comparison is particularly striking when the outputs of these simulations
are lined up side by side against typical fat-tail distributions created by a priori
mathematical assumptions. Our assessment isthat these simulations have produced
price distributions with “reasonable resemblance” of the actual evolution of the
priceson SPX E-mini futuresfrom 2:30to 5:00 p.m. EST on May 6, 2010; changing
the observation window within the 30-minute time frame does not result in any
dramatic changesto the descriptive statistics on the prices of the SPX E-mini futures.
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Figure16. Comparative Return Distributions.
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Figurel7. Realized P& L in Simulation 1 for Different Agent Types.
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Redlized P& L in Simulation 1 for different agent types. (MM = Market Maker, ZI = Random
Agents; TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

Figure 16 plots out the comparative return distributions based on the SPX E-
mini futures aswell asthe Index from Simulations 2, 6, 7, 8 and 9.2 Readers should
visually examinethe degree of similarity between thereturn distribution in our base
scenario of Simulation 2 and that from the SPX E-mini futures. Not surprisingly,
their skewness (-1.29 for Simulation 2 vs. -1.03 for SPX E-mini) and kurtosis (2.03
for Simulation 2 vs. 3.25 for SPX E-mini) statistics are also quite close. Thisgraph
al so shows how the base scenario evolves under the price limit triggers set at 40%,
30%, 20%, and 10%, with tighter and tighter fitsagainst their corresponding normal
distribution curves.

C. Agents P&Ls

We have plotted the realized and unrealized P&Ls for all agent types in
Simulations 1 and 2 in Figures 17, 18, 19, and 20. From these base scenarios we
make thefollowing observations:

2. To ensure an objective comparison, “zeros’ have been deleted from the return distributions, as
discussed in Lee et al. 2010.
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Figure18. Unrealized P& L in Simulation 1 for Different Agent Types.

7

x10 Unrealized PnL in Simulation |
T T T T T
=
S0
_1 1 1 1 1 1 1 1 1
0 . 100 200 300 400 500 600 700 800 900
x10
1 T T T T T T T T
= I __‘“.-_,_,wgm_w
_1 1 1 1 1 1 1 1 1
0 . 100 200 300 400 500 600 700 800 900
x10
5 T T T T T T T T
cannenbioniiilibilnel.
Lo
i 1 1 1 1 1 1 1 1
0 , 100 200 300 400 500 600 700 800 900
x10
0 T T T
$ 2
_4 1 1 1 1 1 1 1 1
0 . 100 200 300 400 500 600 700 800 900
x10
1 0 T T T T T T T T
m 5r
0
0 . 100 200 300 400 500 600 700 800 900
x10
0 T T T
3 5
_1 0 1 1 1 1 1 1 1 1
0 100 200 300 400 500 600 700 800 900

Unrealized P& L in Simulation 1 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

1. In the absence of market interventions, Market Makers almost always
make profits by design of their trading algorithms.

2. Neither the ZI (or “random”) agents nor the trend follower TF agents
are able to make consistent profits.

3. As expected, Arbitrageurs may suffer heavy losses when the Index
failsto convergetoitsfair values.

4. The Bear Market seller may or may not make any profits, depending
on the market's recovery path.

5. The Stop-Loss agentswill almost always|ose money in flash crash by
selling at unusually low prices that consequently recover.

If trades are “busted” at a certain level, then the P&Ls of the Market Makers
will become uncertain. Doing so is expected to have a highly negative impact on
the Market Makers' willingness to participate in the markets during flash crashes.
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Figure19. Realized P& L in Simulation 2 for Different Agent Types.
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Realized P& L in Simulation 2 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

Without their participation in such markets, the authors contend that (a) it will be
even more likely for the market to break down faster when liquidity is withdrawn
faster from the market and (b) it will be more difficult for the market to recover
from the destabilizing effects of any “flash crash.”

In addition, the unrealized P& L sfor al agent typesin Simulations 3, 4, 7, and
8 (Figures 21, 22, 23, and 24) show that:

*  Both imposing position limits by trader and changing the clearing
mechani sm from continuous time auction to discrete time auction may be
ineffectivein termsof eliminating “flash crash”-like symptoms, but these
measures do not cause any unexpected changes to the P&L patterns
among different types of market players.

* In Simulations 7 and 8 where price limits are imposed, it appears that
certain professional traders are able to make profits at the expense of the
Market Maker and to some extend the ZI (or “random”) agents.
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Figure20. Unrealized P& L in Simulation 2 for Different Agent Types.
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Unrealized P& L in Simulation 2 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

Observation 2 istroubling, but not hugely surprising. When the market knows
which direction aparticular asset isgoing to trade because of regulatory intervention,
professional traders can usually find ways to take advantage of the anticipated
market movements. Market participants who are likely to be on the losing side of
their trades will be the retail-like zero intelligence investors who typically deploy
unsophisticated trading strategies assuming afairly even distribution of market ups
and downs, or market makers who are obligated to quote under the assumption that
bids and asks should be reasonably even and random. From aregulatory viewpoint,
imposing price limits can be an effective policy to eliminate “flash crash”-like
symptoms, but nonethel ess onethat may create unintended fairnessissuesfor certain
market participants.

1. “Busting” Trade

Finally, we used the base scenario of Simulation 2 to test the potential P& L
impacts due to “busting trades’ at or below 60% of the opening price of the asset
traded:
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Figure2l. Unrealized P& L in Simulation 3for Different Agent Types.
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Unrealized P& L in Simulation 3 for different agent types. (MM = Market Maker, ZI = Random
Agents; TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

1. If along position is cancelled by the exchange after the trading session,
then it is assumed that the agent has to “replace” the position at the
asset’s closing price, resulting in anegative P& L impact.

2. If ashort positioniscancelled by the exchange after thetrading session,
then it is assumed that the agent has to “replace” the position at the
asset’s closing price, resulting in apositive P& L impact.

The most interesting observation from Table 5 is that Market Makers and

Zero-Intelligence end up bearing most of the impacts. These 2 agent types must
guote or place trades based on the simple assumption that the bids and offers are
evenly distributed. They are likely to suffer whenever there is a massive market
adjustment in any one direction. Exchange officials should be aware of these
unintended fairnessissues before deploying the blunt tool to “bust” trades.
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Figure22. Unrealized P& L in Simulation 4 for Different Agent Types.
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Unrealized P& L in Simulation 4 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents).

5. CONCLUSIONS AND RECOMMENDATIONS

The authors contend that the events of May 6, 2010 exhibit patterns consi stent
with the type of “flash crash” observed in their earlier study. While some
commentators assigned blame on the May 6, 2010 “flash crash” to high-frequency
trading, the authors suggest that the issue may beless about high-frequency trading
per se, but rather the domination of market activities by trading strategies that are
responding to the same set of market variables in similar ways, as well as various
pre-existing schemes that modify the “rules of the game” in the middle of trading.
The consequent lack of market participants interested in the “other side” of their
trades may result in a significant liquidity withdrawal during extreme market
movements.

This paper describes an attempt to reconstruct the critical elements of the
market events of May 6, 2010 based on the five hypotheses posed initially by the
Joint CFTC-SEC Preliminary Report and the corresponding Final Report. Theauthors
contend that the simulated asset price distributions have shown “reasonable
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Figure23. Unrealized P& L in Simulation 7 for Different Agent Types.
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Unrealized P& L in Simulation 7 for different agent types. (MM = Market Maker, ZI = Random
Agents, TF = Trend Follower, AA = Arbitrageur, B = Bear-Market Seller; SL = Stop-Loss
Agents)

resemblance” in descriptive statistics without over-fitting historical data.
Our specific recommendations are:

1. Any scheme to” slow down” trading does not address the fundamental
demand and supply imbalance leading to flash crashes, and it may cause
more problems than it solves.

2. In a “fragmented” market with parallel trading venues, the “action-
reaction” nature of complex exchange rules to ater the speed of trading
may initiate a chain reaction that may drive liquidity further out of the
aggregate market. Thus, it is important for paralel trading venues to
coordinate their responses to avoid creating unintended domino effects.

3. The uneven slowing-down of trading at different trading venues often
resultsin non-convergent fair values, becausethereisno or limited liquidity
to complete one of more “legs’ in an arbitrage trade. Arbitrageurs may
suffer heavy losses in such markets, resulting in further withdrawal of
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Figure24. Unrealized P& L in Simulation 8for Different Agent Types.
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Agents)

liquidity dueto their needsto “reverse out” from loss-making, incomplete
arbitrage trades. Thus, it is important for parallel trading venues to
coordinate the execution of their responses— in the event that going into
a“slow mode’ isthe correct response, then its execution should be done
in parallel by al relevant exchanges to avoid needlessly amplifying the
uncertainties faced by market participants.

4. The problem appears to be less about the slowing-down of trading per
se. Itisabout the potential liquidity withdrawal dueto the adjustmentsand
chaosasaresult of theinitial sowing-down, aswell asfrom the subsequent
adjustments once the “normal” speed of trading is resumed.

5. “Busting trades” may discourage key participants such as Market
Makers from trading in the markets as and when they are most needed.
Unlessthereareclear technical errorsinvolved, busting tradesat arbitrary
price levelsis ablunt instrument that should be used sparingly and with
extreme caution.



92 Review of Futures Markets

Tableb. Potential P& L Impactsof Different Agent Types.
Aggregated P& L Aggregated P& L

Agent Type without busted with bus ed Delta P& L($)
trades($) tr adeq($)

M arket Maker 8,220,800 2,341.30 -8,218,458.70
(MM)
Zero- 1,114,700 228,960.00 -885,740.00
Inteligence
(21
Trend -5,930,600 184,590.00 6,115,190.00
Follower (TF)
Ar bitr ager -132,040 -26,852.00 105,188.00
(AA)
Bear M arket -1,487,700 -148,520.00 1,339,180.00
(B)
Stop Loss (SL) -1,581,800 -37,224.00 1,544,576.00

Potential P& L impacts of different agent types dueto “busting trades” a 60%
or be ow theopening price of each asset.

6. Pricelimitsappear to be more effective than different implementation
of positions limit in terms of stabilizing the market during the period of
time when the market is finding its new equilibrium due to supply and
demand imbalances.

7. Price limits do have limitations. When professional traders are
reasonably certain of potential market outcomes, they can normally find
ways to make profits based on trading algorithms. That creates fairness
issuesfor unsophisticated retail investors or market makerswho are under
obligationsto quote. Therefore, the deployment of such blunt tools should
be aregulatory policy of last resort.
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DIRECT MARKET ACCESS IN
EXCHANGE-TRADED DERIVATIVES:
EFFECTS OF ALGORITHMIC TRADING
ON LIQUIDITY IN FUTURES MARKETS

Ahmet K. Karagozoglu*

Algorithmic trading (AT) and high frequency trading (HFT) afforded by direct
market access (DMA) may have a greater impact on the exchange-traded
derivatives markets than has been seen in the equity markets. This study breaks
new ground to provide empirical evidence for the positive effects of AT on
liquidity in the U.S. futures markets. To analyze the potential effects of electronic
trading, this study provides an extensive review of the research in both equity
and derivatives market microstructure. Using a unique dataset that directly
and explicitly identifies algorithmic trading activity in exchange-traded
derivatives, our research presents empirical evidence that AT decreases spreads
(market width) and increases market depth in the Crude Oil, Euro FX,
Eurodollar, S&P 500 E-mini, and 10-year U.S. Treasury Note futures contracts
traded at the CME Group exchanges.

the evolution of financial markets, especially for exchange-traded instruments.

Emergence of electronic communication and/or crossing networks (ECNs)
and their widespread use by various market participants resulted in a substantial
change in the ownership and organizational structure of exchanges starting with
the equity markets. Advances in technologies that directly impact trading in financial
markets (e.g., telecommunication capacity, computational power) coupled with
changes in the regulatory environment helped competitive market forces establish
various trade execution venues. This increase in competition intensified the need to
analyze and manage various components of trading costs and led to enhanced trading
sophistication. As a result of these fundamental changes, techniques such as direct
market access (DMA), smart order routing (SOR), algorithmic trading (AT), and
high frequency trading (HFT) became the focus of attention for market participants,

I Eiectronic trading has been one of the most significant catalysts throughout
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exchanges, and regulators. Recently market and exchange characteristics of
transparency, best execution, and latency have been the subject of research and
analysis in addition to the more traditional factors of liquidity, volatility, and efficiency.
Of course, given the recent turmoil in financial markets and high-profile losses,
these factors have also attracted the attention of politicians and the public at large.

Extensive use of algorithmic trading (AT) activities emerged relatively more
recently in the exchange-traded derivatives in comparison to the equity markets.'
However, the impact of DMA, AT, and HFT on market quality and risk management
may be more substantial for derivatives.? In order to analyze the potential effects
of DMA, AT, and their resultant changes in exchange-traded derivatives markets,
this study provides an extensive review of the research in both equity and derivatives
market microstructure. Historically, exchanges in equity and derivatives markets
had varying degrees of differences; however, the implementation of electronic trading
has made these two markets more connected and trading practices are now more
similar than ever before.

Based on a unique dataset that identifies algorithmic trading activity directly
and explicitly, our research finds that AT decreases spreads and increases market
depth in the Crude Oil, Euro FX, Eurodollar, S&P 500 E-mini, and 10-year U.S.
Treasury Note futures contracts electronically traded at the CME Group exchanges.
To the best of our knowledge, this study is the first to provide empirical evidence
for effects of AT on liquidity in the U.S. futures markets. Similar to the findings for
the U.S. equity markets by Hendershott, Jones, and Menkveld (2011) and for the
German equity markets by Hendershott and Riordan (2009), we find that for the
U.S. futures markets algorithmic trading has a positive effect on liquidity.

Section I presents an overview of concepts related to direct market access.
Section II provides a review of the existing literature on equity and futures market
microstructure; recent work on DMA, AT, and HFT; and draws conclusions for the
exchange-traded derivatives markets. Section III describes the data used in this
paper while section IV introduces the empirical methodology. Empirical results are
discussed in section V and section VI offers conclusions.

I. OVERVIEW OF DIRECT MARKET ACCESS CONCEPTS

As with any major structural change and the emergence of new technology,
the use of innovative trading technologies in financial markets had a profound impact
on returns from short-term trading, long-term performance of investment portfolios,
measurement and management of risk, as well as interconnectivity of various markets
both domestically and globally. Market microstructure research (MMR) has focused

1. Electronic trading in CME’s Globex platform started in 1992, and the Open Access Policy was
implemented in 2000. The Open Access Policy allows customers to trade directly on CME Globex
if their clearing firm provides a financial guarantee for their trading activity. This effectively means
that CME provided DMA to investors starting in 2000. However, explicit identification of AT
through “Tag 50 designation started more recently, in 2006.

2. The existence of multiple contract months and relatively more inter- and intra- market trading
suggests that DMA, AT, and HFT may have a higher impact on the exchange-traded derivatives
markets than on the equity markets.
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on analyzing the effects of the changes in trading and execution rules, different
trading venues, regulatory changes, impact of technological advances, and behavior
of market participants in response to the developments in financial markets. MMR
initially focused on equity markets primarily due to the availability of detailed
transactions data and rapid changes in trading practices. Following the advent of
electronic trading in derivatives markets, microstructure research focusing on
exchange-traded derivatives, especially futures markets trading, increased
significantly.

Similar to the developments in equity trading, participants in derivatives market
are demanding more direct access to the markets (DMA) for reduced transaction
costs, increased speed of executions, and decreased information leakage. As in the
case of equities, electronic trading in futures enables the use of computers to execute
trades, reducing errors as well as enabling more efficient post-trade reporting and
analysis. Electronic trading in exchange-traded derivatives facilitates direct access
to markets, which in turn allows algorithms to be used to generate quote updates
and orders; eventually, increased sophistication and speed of trading systems —
including exchanges’ execution capabilities — leads to the high (and ultra-high)
frequency trading.

DMA enables traders to connect directly to an exchange, using the exchange’s
native application programming interface (API) through its dedicated network.? In
its purest form, exchanges may provide DMA to market participants without explicit
electronic order handling/authentication by intermediaries/brokers, called naked
access. In other cases, intermediaries or brokerage houses facilitate DMA access.
Different levels of DMA provided to various types of market participants have
significant implications for transparency, fairness, and risk management.

Initially in equity markets, algorithmic trading (AT) referred to the use of
computer programs to submit orders and execute trades in order to minimize the
market impact costs. AT replicated the actions of human traders by determining the
size and timing of purchases and sales of shares based on various mathematical
models (algorithms).* Contemporary AT encompasses almost all tasks that can be
carried out by human market makers and traders. For example, posting of bid and/
or ask quotes generated by computer models may be considered algorithmic market
making and concurrent execution of several transactions across different assets/
markets is algorithmic arbitrage. Additionally, electronic execution of trades to achieve
various positions generated by financial models, both short- and longer-term
investments in a range of assets, is also a form of algorithmic trading.

High frequency trading (HFT) occurs when the pace of transactions generated

3. Aitken, Harris, and Ji (2009) suggest that DMA is defined as electronic facilities that allow brokers
to offer clients direct access to the exchange trading system through the broker’s infrastructure
without manual intervention by the broker.

4. Hendershott, Jones, and Menkveld (2011) provide a simple definition for algorithmic trading (AT)
as “the use of computer algorithms to manage the trading process.” They suggest that many observers
view algorithms and AT from the standpoint of institutional buy-side investor and indicate correctly
that “algorithms can also be used to formulate trading decisions and strategies as well as implement
them.”
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by algorithms reaches a speed which human traders would not have been able to
achieve.’ Increased competition and intensive use of AT and HFT necessitate that
participants be physically closer to the order-matching engines of exchanges, creating
the phenomenon called co-location.® High frequency trading is a subset of algorithmic
trading and AT is a subset of DMA activities. Direct market access includes “point-
and-click” trading (e.g., by individual investors), automated trading activities that
encompass low frequency trades, and the HFT with significantly large and fast
submission of quotes and trades solely by computer programs.’

In an electronic trading environment in futures markets, DMA basically
recreates the advantages of pit trading by allowing numerous market makers (locals)
and traders to access and act on timely trade information. As a result, the efficiency
of the pit environment is augmented with the use of technology in an electronic
setting. DMA creates infinitely large electronic trading pits that can be interconnected
in ways that were not possible in the physical pit-trading environment.

Another way to represent DMA from the point of view of an investor or a
financial institution is that, rather than executing trades via a broker, trades are
executed through a member of the exchange who has transaction privileges on the
floor. In this case, co-locating could be analogous to such an individual or institution
purchasing or renting the right to be physically present and trade at the floor of the
exchange. The futures trading floor analogy for AT and HFT would be a local
having beyond-human capabilities to analyze vast amounts of data, announce bids
and asks with extreme rapidity, and confirm trades with others who could match his
or her speed in announcing prices and quantities. In an electronic version of the
above scenario, DMA, AT, HFT, and co-location enable access to prices and markets
and offer the capabilities to transact that are not bound by location, distance, and
human limitations. In this perspective, these new trading practices increase liquidity,
decrease transaction costs, and improve the price discovery in exchange-traded
derivatives markets.

The existence of multiple contract months and relatively more inter- and intra-
market trading suggests that DMA as well as its by-products AT and HFT may
have a higher impact on the exchange-traded derivatives markets than on the equity
markets. Although there is a significant body of academic work in market
microstructure research (MMR) covering both the equity and derivatives markets,
empirical evidence on the effects of DMA, AT, and HFT in equity markets is new
and limited. Even more, such research is very rare in exchange-traded derivatives
markets.

Exchange-traded derivatives markets are in the process of experiencing the

5. Brogaard (2010) indicates that there are no clear and commonly accepted definitions for many of
the terms in rapid trading and in computer controlled trading, and uses the definition HFT that
Securities and Exchange Commission (SEC) uses, “professional traders acting in a proprietary
capacity that engages in strategies that generate a large number of trades on a daily basis” (SEC, 2010,
p. 3606).

6. SEC refers to co-location as “a service offered by trading centers that operate their own data
centers and by third parties that host the matching engines of trading centers” (SEC, 2010, p. 3610).
7. We thank John Labuszewski at the CME Group for clarifying these subtle differences.
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implementation of these innovative approaches at various levels. This research
paper is intended to provide guidance to market participants, exchanges, and
regulators by synthesizing the findings in equity MMR; the recent empirical work
on the effects of DMA, AT, and HFT in stock markets; and microstructure research
in derivatives markets. It presents empirical evidence on early stages of DMA and
AT in futures markets and discusses the implications of these developments for
exchange-traded derivatives markets.

II. REVIEW OF LITERATURE

Literature on direct market access and algorithmic trading in equity markets is
limited and in exchange-traded derivatives markets, almost nonexistent. However,
previous research focusing on various aspects of equity and derivatives market
microstructure provides insights about how DMA, AT, and HF T impact derivatives
trading.

A. Equity Market Microstructure

Considering the importance of price discovery and contributions of various
market participants to this process, analyzing the relative informational advantages
of these agents is important because DMA, AT, and HFT may cause changes in
different agents’ participation in trading while possibly altering the balance of
asymmetric information.

It has been shown that electronic access to equity markets increases liquidity,
reduces trade size, alters volatility, reduces returns to market making/specialist
systems, and increases transparency. However, DMA may eventually lead to
alternative trading venues and fragmentation of liquidity. Based on these findings, is
there a chance that DMA, AT, and HFT will also result in the fragmented liquidity
and creation of alternative execution venues observed in equity markets? If so,
what might be the results of these changes in futures markets? Exchanges and
regulators need to examine implications of such potential developments in exchange-
traded derivatives markets.

Conrad, Johnson, and Wahal (2003) investigate the execution costs of trades
sent to traditional and alternative trading systems in equity markets and conclude
that orders sent to traditional brokers have higher execution costs than those executed
by alternative trading systems such as electronic communication networks (ECNs).
Barclay, Hendershott, and McCormick (2003) examine the competition among
different trading venues in the United States and show that ECNs attract more
informed orders than NASDAQ market makers.

Anand and Subrahmanyam (2008) compare the informational advantages of
intermediaries with those of other investors using confidential transactions data
from the Toronto Stock Exchange (TSX). They find that intermediaries account for
greater price discovery than other institutional and individual investors, in spite of

8. They also note that TSX is a completely electronic and highly transparent environment, and in the
context of individual stocks, the potential for informational effects is known to be stronger than in
basket securities, derivatives, and futures indexes.
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initiating fewer trades and volume.? Their empirical results indicate that intermediaries
contribute more to price discovery and hence tend to be more informed, even in a
transparent electronic market where such an advantage is not driven by a privileged
view of the market on a trading floor.

Saar (2001) shows that market intermediaries possess important order flow
information that gives them an informational advantage. However, there is a
possibility that the higher information share of market intermediaries may be a
result of front running or stepping ahead by brokers. But Anand and Subrahmanyam
(2008) investigate these activities and find no evidence of such trading by
intermediaries on the TSX.

These findings suggest that with the increased use of DMA, AT, and HFT in
derivatives markets, the informational role of intermediaries and entities with co-
location privileges needs to be closely monitored for potential information asymmetry
generation. The potential impact of DMA in terms of fragmenting liquidity in
exchange-traded derivatives needs to be investigated. The nature of the
intermediation provided by futures commission merchants (FCMs) may change,
and, in turn, could equalize access to markets.

The influence of market transparency on market quality is investigated in several
papers. Hendershott and Jones (2005) find that more transparency is associated
with better market quality, which has been a crucial competitive advantage for
ECNs in the United States. Bessembinder, Maxwell, and Venkataraman (2006)
focus on the impact of transaction reporting on execution costs for corporate bonds
and find a significant reduction of execution costs following the introduction of
transaction reporting. Avgouleas and Degiannakis (2005) examine the impact of
pre-trade transparency on market volume by using trading volume data before and
after the introduction of a central order book at the London Stock Exchange (LSE).
They conclude that when trading shifts from the quote-driven to the order-driven
market structure, transparency increases significantly.

Bloomfield and O’Hara (2000) suggest that the demand for sunshine trading
and order splitting reduces the competitive advantage of low-transparency markets;
they question the long-term viability of transparent markets particularly in large,
well-monitored markets with low information asymmetries where such regulated
transparency may be of less value. Tuttle (2003) finds that NASDAQ traders tend
to use hidden orders more in stocks with high idiosyncratic risk and high volatility,
and he concludes that this is consistent with the idea that hidden orders reduce the
adverse selection risk for liquidity providers. Tuttle’s findings provide a competing
hypothesis to Bloomfield and O’Hara that anonymity becomes more appealing when
adverse selection risk and volatility are low, as this lowers the free option value of
limit orders. Theissen (2002) also finds that, while the adverse selection component
is larger in the anonymous electronic trading system in the German market for
stocks of all sizes, small stocks also exhibit larger realized spreads when traded
anonymously.

The implication of these results for the exchange-traded derivatives is that the
level of transparency of the limit order book has a significant impact on the trading
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costs for market participants with differential liquidity-related trading orientation.
Given that there are multiple contract months and relatively more inter- and intra-
market trading in derivatives markets, higher levels of limit order book transparency
may be more desirable.

Anonymity plays a key role in market participants’ trading strategies as part of
their efforts to obtain best execution. In recent years, the SEC has been requiring
higher standards of intermediary accountability in order execution practices, while
exchanges are attempting to respond to market’s demand for greater anonymity.
Barclay et al. (2003) find that informed traders prefer using anonymous ECNs
compared to transacting non-anonymously with NASDAQ dealers. Anecdotal
evidence also indicates that institutional direct market access participants usually
conduct their algorithmic trades anonymously. Furthermore, Frino, Johnstone, and
Zheng (2010) examine whether the identity of a broker involved in transactions
contains information. Using a sample of transactions from the Australian Stock
Exchange — where broker identity is transparent — they provide evidence that
consecutive buyer- and/or seller-initiated transactions by the same broker have a
relatively high permanent price impact. Their findings imply that broker identity
conveys information to market participants, and that markets in which broker identity
is disclosed are likely to be more efficient.

Grammig, Schiereck, and Theissen (2001) find that for the German stock market
the probability of informed trading is higher in the anonymous electronic trading
system compared to the non-anonymous trading floor, while Reiss and Werner
(2005) find that in London informed traders tend to go to the non-anonymous direct
interdealer market. They conclude that adverse selection is less prevalent in
anonymous brokered markets.

De Winne and D’hondt (2007) investigate why traders hide their orders and
how other traders respond to hidden depth. Their empirical findings suggest that
traders use hidden orders to manage both exposure risk and picking off risk. They
show that hidden depth increases order aggressiveness, and when hidden depth is
discovered, order submissions are adjusted to seize the opportunity for depth
improvement, suggesting that either this hidden depth is not associated with informed
trading or the risk of trading with an informed trader is offset by the improvement
in depth. However, Anand and Weaver (2004) report that hidden quantity can be
used to reduce price impact if the probability of non-execution is small. Pardo and
Pascual (2007) show that the execution of hidden volume increases during periods
of intense trading when aggressive orders are clustered. To minimize the non-
execution risk, hidden order traders can wait for a higher trading aggressiveness on
the opposite side of the market, reduce implicit trading costs, and find faster trading
executions.

Comerton-Forde and Tang (2009) characterize the impact of anonymous orders
in a limit order market where identity disclosure is voluntary. They find that
anonymously initiated trades tend to be more informative than non-anonymous ones,
with cumulative excess returns positively related to trade size and security activity
levels. Their empirical results indicate that anonymous orders are traded at lower
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spreads than non-anonymous orders only for the most actively traded stocks; market
orders that are anonymous result in higher price impact (pointing to high adverse
selection cost) and in lower realized spreads (suggesting lower order processing
and inventory management costs) than non-anonymous market orders. They
conclude that anonymous trading is dependent on the order aggressiveness and the
type of order originator.

Increased use of the DMA to submit quote-revisions and orders generated by
algorithms in exchange-traded derivatives is likely to increase the merits of allowing
voluntary disclosure rules for specific futures markets and contract months. Given
that many expiration (contract) months are traded in futures markets, DMA and
AT increase the spread trading as well as pricing efficiency of deferred-month
contracts. However, any adverse selection cost impact of anonymous orders in
longer-dated contracts is likely to be transmitted to more liquid front-month contracts.
Therefore, the optimal level of anonymity in algorithmic and high frequency trading
in exchange-traded derivatives needs to be investigated.

Aitken et al. (2009) investigate trade-based manipulation, as proxied by the
daily incidence of ramping alerts, in 34 security markets worldwide during the 2000—
2005 period. They suggest that closing call auctions, direct market access, specific
regulations, and real-time surveillance (RTS) procedures and enforcement assure
better market integrity and enhance market efficiency.’ They conclude that reduction
in liquidity caused by higher volatility affects the order submission of liquidity suppliers
who submit orders less aggressively. Specifically, their findings indicate that direct
market access (DMA) reduces ramping manipulation, which Aitkin et al. interpret
as “DMA facilitates algorithmic countertrading strategies that can circumvent the
pump and dump tactics of a ramping manipulator.” Cumming and Johan (2008)
examine trading regulations with corresponding surveillance technology to monitor
alerts and find that comprehensive rules prohibiting trade-based manipulation
generate higher turnover and larger market caps.

These findings point to the importance of both pre- and post-trade real-time
risk analysis. One possible solution is to co-locate the risk control algorithms of
clearing houses and financial intermediaries with the exchanges’ trade-matching
engines where the servers of market participants engaging in AT and HFT activities
are co-locating. Also, a regulator or self-regulator algorithm trader might co-locate
at that physical location in order to facilitate detection and rapid response to improper
trading activity that might be taking place at extreme speeds.

B. Microstructure of Exchange-Traded Derivatives

A significant amount of research in exchange-traded derivatives markets focuses
on the effects of the move from floor-based trading to electronic trading. Various
authors study the effects of such a move on the liquidity, bid-ask spreads, trading

9. Cumming and Johan (2008) suggest that trading activity increases if exchanges adopt surveillance
procedures and regulations that assure market integrity (similar to findings of Eleswarapu and
Venkataraman 2006). Pagano and Schwartz (2003) and Comerton-Forde and Rydge (2006) investigate
implementation of closing call auctions to improve market quality.
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volume, and behavior of market participants in both U.S. and global exchanges.
More recent articles focus on the changes in market structures and market quality
using higher frequency trading and quote data in futures markets.

Liquidity costs are considerably lower in the electronic market than in the
open outcry market (Shah and Brorsen 2010). Huang (2004) analyzes the
determinants of bid-ask spreads for the Taiwan Futures Exchange (TAIFEX) and
Singapore Exchange-Derivatives Trading (SGX-DT) futures and finds that volatility
and the information asymmetry are the major factors affecting the spreads and that
the information asymmetry component is significantly lower in the electronically
traded TAIFEX contract than in the open-outcry SGX-DT futures.

Ates and Wang (2005), focusing on the electronic and floor-traded contracts
based on S&P 500 and NASDAQ 100 indexes, investigate the relative efficiency
in terms of contributions to price discovery and find that contribution of electronically
traded contracts is higher. Tse and Zabotina (2001) examine the FTSE 100 index
futures trading following the transition to electronic trading and find a decrease in
bid-ask spreads; however, they also find that the open-outcry trading has higher
market quality and higher information content.

Frino, Lepone, and Wearin (2008) study the intraday pattern of quoted depth in
interest rate futures contracts traded at the Sidney Futures Exchange (SFE), which
is a competitive dealer market, and find that depth is lowest at the open, considerably
higher during the final hours of trading, and highest at the close, which is a pattern
at odds with the ones observed in specialist markets. Their results show that an
increase in quoted depth is due to a narrowing in bid-ask spreads, and they conclude
that this observation at the close of trading is driven by dealers’ rebalancing
inventories.

Chung and Chiang (2006) examine the price clustering in the DJIA, S&P 500,
and NASDAQ-100 index futures by comparing the electronically and floor-traded
contracts and find that prices are significantly more clustered in open-outcry trading;
they attribute this to higher levels of human participation in trading on the floor.

Frino et al. (2008) investigate the influence of large trades executed by outside
customers on futures prices at the CME and find that the permanent price impact
(information effect) of large buyer-initiated trades is greater than that of large
seller-initiated trades, while the temporary price impact (liquidity effects) of seller-
initiated trades is greater.

Chakravarty and Li (2003) find that dual traders in futures markets are informed
and act as liquidity suppliers. Anand and Chakravarty (2007) analyze price discovery
across trade sizes in options markets and find that small- and medium-size trades
are responsible for the majority of price discovery.

Wagener and Riordan (2009) study the lead-lag effect between the Deutscher
Aktien Index (DAX) spot index and DAX index futures under asymmetric latency
in the exchange infrastructure by focusing on the introduction of the exchange
electronic trading platform Xetra Release 8.0, which significantly reduced the trading
latency. Their empirical results suggest that a decrease in relative latency between
the Deutsche Boerse systems Xetra and Eurex leads to a higher degree of market
integration, and they conclude that “a significant improvement in the cash market
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infrastructure cutting network latency reduces the execution risk.”!

Webb, Muthuswamy, and Segara (2007) investigate the frequency of market
clearing and the changes in trading hours for stock index futures contracts at the
TAIFEX and SGX to measure the effect of increases in clearing on the volatility of
futures prices. They find that simultaneous opening times for the TAIFEX, which
batches orders at the open, and the SGX, which does not, is associated with a
significant reduction in the volatility in SGX.

Bortoli et al. (2006) investigate the effects of an increase in pre-trade
transparency on trading behavior in the Share Price Index (SPI) futures traded at
the SFE. Their research covers the time period in 2001 when the exchange increased
the limit order book disclosure from depth at the best bid-ask prices to depth at the
three best bid-ask prices. They find a decline in depth at the best quotes and an
increase in the proportion of market orders exceeding depth at the best quotes.
Their conclusion is that when pre-trade transparency increases, “limit order traders
charge market order traders a higher premium for execution certainty by withdrawing
depth from the best quotes, but not by increasing bid-ask spreads.”

Tse, Xiang, and Fung (2006), investigating the Euro FX and Yen FX futures
traded at the CME, show that electronic futures trading contributes more to price
discovery than both online spot and floor futures trading while online spot trading
dominates electronic futures. Cabrera, Wang, and Yang (2009) find that the Electronic
Broking Services (EBS) electronic interdealer broker dominates both electronic
and floor traded currency futures. Poskitt (2010), using high frequency data on
Sterling FX futures traded at the CME, shows that information share of electronically
traded futures prices is marginally lower than the forward prices at Reuters D3000
and variations in “GLOBEX’s information share on an intraday basis can be explained
by variations in relative liquidity, spreads and price volatility.”"!

C. Algorithmic and High Frequency Trading

Academic research on the effects of algorithmic trading (AT) is quite new as
detailed trade and quote data identifying AT activity is very limited. However, research
suggests that direct market access facilitates more efficient price discovery as well
as quantity discovery.

Riordan and Storkenmaier (2009) find that the latency reduction (from 50 ms
to 10 ms round trip) of Xetra Release 8.0 (used by the Deutsche Boerse) improves
the market liquidity, decreasing trading costs by 1 to 4 basis points. They interpret
their findings as “evidence of algorithmic traders using the increase in exchange
system speed to process information faster, thereby increasing liquidity and the
informativeness of prices.” Hendershott and Riordan (2009) investigate the impact
of algorithmic trading on price discovery process in the 30 DAX stocks on the

10. Easley, Hendershott, and Ramadorai (2008) point to the importance of low latency when trading
simultaneously in multiple securities and suggest that the execution speed is a significant factor in
trading decisions.

11. Poskitt (2009) also finds that GLOBEX’s information share declines sharply when returns are
computed from a mixture of GLOBEX transaction prices and Reuters D3000 midquotes.
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Deutsche Boerse. They find that AT affects liquidity almost equally in supply (when
liquidity is expensive) and demand (when it is cheap), and they also show that algo
trades and quotes are more informative than those generated by humans. They
suggest that this is achieved by AT “placing more efficient quotes and demanding
liquidity to move the prices towards the efficient price.” Chaboud et al. (2009)
investigate the effects of AT in the spot foreign exchange markets and find that AT
activity and volatility are not correlated, and that the order flow generated by AT
does not affect the return variance.

Hendershott et al. (2011) investigate the impact of algorithmic trading on market
liquidity by using the electronic message traffic as a proxy for algorithmic trading
activity in the NYSE stocks and find that AT and liquidity are positively related. By
considering the implementation of auto-quoting on the NYSE as an exogenous event,
the authors show that algorithms result in more message traffic, and as quoted and
effective spreads narrow adverse selection declines. They interpret this as an
“indication that algorithmic trading does causally improve liquidity.”

Brogaard (2010) investigates the impact of high frequency traders on equities
markets by considering how the strategies utilized are related to liquidity, price
efficiency, and volatility. The study shows that contribution to price discovery of
trades and quotes of HFT is greater than others and their activity reduces volatility.
Empirical results indicate that high frequency traders demand liquidity at smaller
order sizes and that trades surrounding a demanded HFT execute faster. These
results suggest that high frequency trading does not increase volatility. Brogaard
interprets these findings to suggest that “HFT plays a very important role in price
efficiency and the price discovery process and high frequency trading provides
more useful information to the price generation process.” Castura, Litzenberger,
and Gorelick (2010), focusing on Russell 1000 and Russell 2000 stocks, investigate
the impact of HFT on equity market quality. They find that while the ratio of HFT
to total market activity is growing, equity markets appear to become more efficient
with tighter spreads, greater liquidity at the inside, and less mean reversion of mid-
market quotes; they correlate this with the growth in automation and speed on
equity exchanges.

Hasbrouck and Saar (2009) find that, in electronic markets with the increase
in AT, limit orders are cancelled very quickly, and they often correspond to
modifications resulting in a new limit order at an updated price or in a market order.
Hendershott et al. (2011) point out that the Regulation National Market System
(Reg NMS) is designed to increase competition among liquidity suppliers, and their
findings suggest that algorithmic liquidity suppliers play an important role in the
supply of liquidity.

Chordia, Roll, and Subrahmanyam (2008) suggest that recent increases in trading
volume and the reduction in the average trade size can be attributed to AT.'> Garvey
and Wu (2010) investigate the execution quality of electronic trading with

12. Brownlees, Cipollini, and Gallo (2010) develop a dynamic model for intraday volume which
incorporates the existence of algorithmic trading.
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geographically dispersed locations and trading speeds and find that “speed
differences are costly to traders and that speed-advantaged traders engage in
strategies that are more conducive to speed.”

Gerig and Michayluk (2010) develop a theoretical model that explains the
increase in the high frequency automated trading volume. Their model shows that
automated liquidity providers are able to price securities more precisely than traditional
market makers so that they are able to transact the majority of order flow and
cause prices to be more efficient. Model predictions also include that the informed
investors’ profits decrease, uninformed investors lose less money, and trading activity
of uninformed traders increases as a result of lower transaction costs.

Overall, empirical evidence to date suggests that the increased use of algorithmic
and high frequency trading, facilitated by direct market access, has a positive effect
on market liquidity in equity markets both domestically and globally. When this
result is coupled with the lack of empirical evidence pointing to an increased price
volatility attributed to AT and HFT, it is not too optimistic to expect that their impact
is likely to be positive in exchange-traded derivatives markets as well.

III. DATA AND DESCRIPTIVE STATISTICS

A. Algorithmic Trading and Liquidity Measutes

This study uses a unique dataset obtained from the CME Group for five futures
contracts (Crude Oil, Euro FX, Eurodollar, E-mini S&P 500, and 10-year U.S.
Treasury Note) traded at the CME Group exchanges. It includes several
microstructure variables: percentage of volume attributed to automated trading
systems in the specific market that day (4TS); percent of message traffic attributed
to automated trading systems (MSG); the average bid-ask spread for a given size
order during a trading day (Width); and the number of contracts displayed at the
“top-of-the-book,” showing average size-in terms of contracts-of the best bid and
best ask quotes in the limit order book (Depth).?

Among the many surveillance measures the CME Group’s market regulation
division uses are the “Tag 50 ID” numbers to analyze the effect of algorithmic
trading activities on the liquidity and quality of futures and options contracts traded
on its exchanges (CME, CBOT, NYMEX, and COMEX). Identification of
algorithmic trading activity “is facilitated by CME Globex policy that requires
automated trading systems (ATSs) to declare themselves as such” where ATS is
referred to as “a system that automates the generation and routing of orders to
Globex.”"

Market participants trading at the CME Group exchanges are required by the

13. CME Group, Algorithmic Trading and Market Dynamics, July 15, 2010. CME refers to the
Depth variable as market resilience, which is the average width of the bid—offer spread for a specified
size order. Depth is defined as the number of contracts on average at the “top of the book” or best bid
or offer.

14. CME Group, Algorithmic Trading and Market Dynamics, July 15, 2010.
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CME Group Rule 576 to include an operator ID, also referred to as the “Tag 50
ID” or “User ID” with each order they enter into the CME Globex electronic
trading system.'* Although CME required its members who use algorithmic trading
systems (ATS) to identify themselves with the “Tag 50 ID” starting in 2006, full
implementation by all trading systems was not immediate. Therefore, microstructure
data on ATS and MSG variables appear to be more reliable after mid 2008. As a
result, this study covers the time period May 1, 2008, to May 27, 2010.'¢

The uniqueness of the dataset used in this study is due to the explicit identification
of algorithmic trading (AT) volume, which is the proportion of executed orders
originated from an ATS compared to the total electronic orders executed (variable
ATS). CME Group data also provides the proportional volume of electronic message
traffic attributed to ATS (variable MSG). Identification of the amount of electronic
messages generated by AT, in addition to the actual AT trades, is necessary because
the literature and anecdotal evidence indicate that ATSs generate a large amount of
bid and ask quotes which they cancel/lift over a short horizon. We believe that our
study is the first to use such detailed identifiers of AT in exchange-traded U.S.
derivatives markets.

B. Price and Trading Data on Futures Contracts

Daily open, high, low, and settlement prices, the daily total trading volume
(TrdVolu), and open interest (Oplnt) for the five contracts under investigation are
obtained from the Reuters/CRB database. The Reuters/CRB database also contains
the implied volatility (ZmpVela) for each of the contracts based on the near-the-
money futures options and the 200-day rolling historical volatility measure (HisVola).

C. Matrket Control Variables

In order to control for changes in the market conditions, various other variables
are extracted from the Reuters/CRB database: AAA-corporate bond yield
(CorpAAA); BAA corporate bond yield (CorpBAA); corporate credit spread
(CorpSprd = CorpBAA — CorpAAA); yield on 3-month Treasury Bill (Thill3mo);
difference between the AAA-corporate bond yield and the yield on 10-year Treasury
Note (DefSprd); difference between the yields on 10-year Treasury Note and the
3-month Treasury Bill (TermSprd); daily stock index levels for Dow Jones Industrial
Average (DOW), NASDAQ composite (NASDAQ), New York Stock Exchange
Composite (NYSE), Russell 1000 (Russell1000), and S&P 500 (SP500); daily
values of Goldman Sachs Commodity Index (GSCI), U.S. Dollar Index (DollarInd),

15. See CME Group, Market Regulation Advisory Notice RA0915-5, “Operator ID (‘Tag 50 ID")
Required on All CME Globex Orders.” These IDs are “unique to the party who entered the order.
For orders entered manually, the Tag 50 ID must be unique to the individual entering the order into
CME Globex. For orders entered by an automated trading system (‘ATS’), the Tag 50 ID must be
unique to the person, or the identified team of persons on the same shift, who are responsible for the
operation of the ATS. All Tag 50 IDs must be unique at the level of the clearing member firm” (p. 1).
16. The data for the ATS, MSG, Width, and Depth variables are from the regular trading hours.
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spot Gold price (GOLD), Reuters/CRB Commodity Index (ReutersCRBind), and
the CBOE’s Volatility Index (VIX)."

Table 1 presents the descriptive statistics on the futures microstructure variables.
Percentage of trading volume from algorithmic trading systems appears to be highest
in Euro FX (72.17%) and lowest in Crude Oil (32.43%) while for other contracts
ATS ranges from 40% to 50%. A possible explanation for this observation is the
existence of a highly liquid, electronic market for FX forwards that facilitates high
frequency cross-market and cross-currency trades.'® Figure 1 displays the relative
ATS and its time variation for the five contracts. Results for the percentage of
electronic message (MSG) traffic emanating from AT indicate that the Euro FX
contract has the highest proportion (88.33%) while the Eurodollar contract attains
the lowest (55.87%). This suggests that almost half of the electronic message traffic
in Eurodollar futures is generated by non-algorithmic activity. Figure 2 shows the
MSG and its time-variation. Figure 3 graphs the ATS and Figure 4 graphs the MSG."

Observations for the Width (bid-ask spread) and market Depth indicate that
Eurodollar futures has the smallest width and largest depth among the five contracts,
suggesting that the high liquidity of this contract attracts more “human” electronic
orders/quotes, which tend to be revised more frequently than the ones from
algorithms. We observe that the Crude Oil contract has the widest spread and least
depth. Crude Oil futures did not start trading on an electronic system as early as
other financial futures such as Euro FX and E-mini S&P 500. Spread trading is
more prevalent in a physical commodity market such as crude oil, and spreads
move more slowly compared to the outright futures prices. These market-specific
characteristics may explain the relatively low algorithmic trading activity in the
Crude Oil contract, and as a result its low liquidity can be attributed to limited
electronic cross-market and cross-commodity trading. There are relatively more
liquid and electronic cross-market and cross-asset trading possibilities for both E-
mini and Treasury note futures. Figures 5 and 6 display the Width and Depth across
five contracts and their time variation. These two graphs show the relative increases
in spreads and decreases in market depth during the third quarter of 2008 as a
result of the recent financial crisis.

Descriptive statistics for the trading volume, open interest, and volatility variables
are provided in Table 2. In order to understand variation in the market variables
prior to the start of our microstructure data period, comparison of these statistics
for two time periods is presented: the “before” period is April 10, 2006, to April 30,
2008; the “after” period is May 1, 2008, to May 27, 2010.% Figures 7 and 8 graph

17. These control variables chosen to take into account the changes in the commodity, corporate
debt, credit, currency, energy, equity fixed-income markets as well as the changes in volatility.

18. Findings of Tse, Xiang, and Fung (2006) and Cabrera, Wang, and Yang (2009) may point to this
interpretation.

19. Figure 3 graphs the ATS and Figure 4 graphs the MSG approximately one month before and after
May 6, 2010, the day referred to as the “Flash Crash.” A casual inspection of these figures does not
suggest an extraordinary change in ATS and MSG on that day.

20. Mean and median of market variables (using both parametric and non-parametric tests) are found
to be different during the 2-year period before and after May 1, 2008 (except for mean of GSCI).
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Table 1. Descriptive Statistics on Futures Microstructure Variables: ATS, MSG,
Width and Depth, May 1, 2008, to May 27, 2010.

CrudeQil EuroFX EuroDollar EminiSP TnotelQyr

Mean 32.43% 72.17% 44.10% 48.09% 4748%
Median 31.50% 72.89% 4298% 47.91% 48.03%
Max 43.50% 80.97% 5642% 59.22% 58.08%
Min 23.95% 55.24% 31.71% 36.56% 26.69%
Std. Dev. 3.98% 4.32% 5.80% 4.02% 535%
Skewness 03550 -0.9213 0.1340 0.1039 -1.0271
Kurtosis 22348 39365 1.8630 26756 4.5370
MSG
CrudeQil EuroFX EuroDollar EminiSP TnoteiQyr
Mean 70.67% 88.33% 55.87% 71.48% 65.89%
Median 68.96% §9.01% 55.12% 71.51% 66.57%
Max 85.65% 95.07% 85.65% 81.44% 84.18%
Min 57.74% 75.07% 21.53% 59.47% 48.20%
Std. Dev. 6.12% 3.83% 736% 3.78% 4.88%
Skew ness 0.5050 -0.7179 0.2774 -0.0478 -0.1736
Kurtosis 2.1064 3.0393 4.9103 2.7085 3.4623
Width
CrudeQil EuroFX EuroDollar EminiSP  TnotelOyr
Mean 48.08349 22.80801 18.34247 21.60916 28.57527
Median 4135478 18.7203 13.7488 20.74676 25.93447
Max 107.8332 75.27579 58.69449 62.13548 95.25045
Min 13.53045 13.0642 1259267 12.50082 15.63671
Std. Dev. 18.97225 9.878861 9.992397 9.022524 13.55803
Skewness 0.6779 1.2075 2.0948 1.3547 1.2368
Kurtosis 24031 4.5995 6.3964 52716 4.5477
Depth
CrudeQil EuroFX EuroDollar EminiSP TnotelQyr
Mean 6.10853 21.53783 1279.785 397.1073 409.0063
Median 6.051945 21.44758 717.1916 3483574 343.4008
Max 11.13911 48.83141 10062.65 1244.024 1350.825
Min 3.20584 6.041679 93.03325 68.40597 75.09946
Std. Dev. 1.936459 9209597 1723291 2132097 264.3048
Skew ness 04160 0.2744 3.0227 1.1495 1.1995
Kurtosis 2.1246 2.2571 12.5923 4.5287 4.1469

Note: ATS is the percentage of volume attributed to automated trading systems in the
specific market that day; MSG is the percent of message traffic attributed to automated
trading systems; Width is the average bid-ask spread for a given size order during a trading
day; Depth is the number of contracts displayed at the “top-of-the-book” (i.e., average size-
in terms of contracts-of the best bid and best ask quotes in the limit order book). The data for
the ATS, MSG, Width, and Depth variables are from regular trading hours.

Data source: CME Group
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Figure 6. Market Depth for the Period May 1,2008, to May 27,2010.
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Data source: CME Group; the data for the ATS, MSG, Width and Depth variables are from the regular trading hours.
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the trading volume and open interest for the five contracts during the two years
before and after the start of our AT data. While Figures 7 and 8 show no obvious
trend, the ratio of trading volume to open interest presented in Figure 9 suggests a
positive time trend across all contracts with differing magnitudes. Figures 10 and 11
display the estimates of the implied and the intraday volatility of futures prices.
Although the main focus of the paper is not to statistically analyze these factors
individually, these graphs help visualize the market conditions specific to the futures
contracts under investigation.

We also include in our analysis various variables to control for conditions in the
overall financial markets. Table 3 contains the statistics for the market control
variables and provides before and after comparisons. Figure 12 graphs select market
control variables (VIX, CorpSprd, GSCI, Gold, and S&P 500) over the four years
(April 2006 to May 2010).

Using parametric and non-parametric tests for the mean and median of contract
specific variables, we investigate potential changes in trading volume, open interest,
implied and historical volatility, and four different measures of intraday volatility
(Garman-Klass, Parkinson, Range, and RSY94). For all five contracts, we observe
an increase in all volatility measures before (April 10, 2006, to April 30, 2008) and
after (May 1, 2008, to May 27, 2010) availability of ATS data in our study. Except
for the E-mini S&P 500 contract, open interest appears to decrease in the after
period.

These descriptive statistics are casual graphical observations and simple
univariate comparisons of means and medians. Our intention is not to model the
before and after effects based on ATS data availability but rather to use these
variables in a microstructure model to control for changes in markets specific to
each contract in addition to the overall economy.

IV. EMPIRICAL METHODS

In this section we describe the empirical methods used in estimating the intraday
price volatility and the models used in investigating the effects of DMA and
algorithmic trading on futures market liquidity. Liquidity measures used are the
daily average width and depth provided by the CME and calculated using the intraday
quotes and transaction prices.

A. Estimating Intraday Volatility

In addition to the implied and historical volatility measures provided by the
Reuters/CRB dataset, we estimate the intraday volatility (IntVola) of the futures
prices using various methods, expecting that both short-term and long-term volatility
affect market liquidity.

Finance literature, in particular futures markets research, contains numerous
methods to estimate intraday volatility using the daily open (OP), high (HP), low
(LP), and closing (CP) prices. The simplest estimator is the difference between
the high and the low prices of the day:
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Table 3. Descriptive Statistics on Market Control Variables: April 10, 2006, to May 27,

2010.
Corp Corp Corp Thill Def Term
Horizon  Statistic AAA BAA Sprd 3mo Sprd Sprd
Mean 5.5793 6.5536 0.9743 42186 1.0265 03373
e Median 5.55 6.56 0.91 4.853 0.803 0.152
§ &  Std.Dev. 0.2108 0.2250 0.1732 1.1955 04110 0.7982
_3: 8 5 Skewness 0.2511 0.0775 1.4610 -14156 12110 1.2355
;% E. Kurtosis 2.0095 2.2059 3.9512 37450 3.1567 3.7752
IQ Range 0.3600 0.3500 0.0900 12640 0.4940 0.9390
Ccv 0.0378 0.0343 0.1778 0.2834 0.4004 2.3664
Mean 5.4245 7.2348 1.8102 04505 19621 3.0086
w o Median 5.365 7.075 1.48 0.155 1.7715 3.203
§ § Std. Dev. 0.3362 0.9504 0.8153 06267 04125 0.5584
AN Skewness 0.9436 0.5829 0.7015 15112 06760  -0.4200
§ § Kurtosis 4.6777 2.2126 1.9179 3.5224 19874 1.7661
IQ Range 0.3700 1.7250 1.6300 02120 0.7275 0.9730
cv 0.0620 0.1314 0.4504 13912 02102 0.1856
Mean 5.5021 6.8935 1.3915 23291 14947 1.6807
© o Median 5.475 6.64 1.095 1.787 1.57 2.1105
081 § Std. Dev. 0.2908 0.7692 0.7220 2.1123 0.6232 1.5029
E & ';: Skewness 0.4506 1.5055 1.5710 02067 02739  -0.1190
g. g Kurtosis 4.1149 4.5344 4.1597 12876 20547 1.4215
IQ Range 0.3700 0.7200 0.5700 4.6980 1.0160 3.0525
Ccv 0.0529 0.1116 0.5189 0.9069 04169 0.8942
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Table 3, continued. Descriptive Statistics on Market Control Variables: April 10, 2006, to
May 27, 2010.

Horizon  Statistic DOW NASDAQ NYSE Russell 1000 SP5¢0

Mean 4,217.73 242501 9,128.36 76299  1,401.80
8 Median 4,225.97 243086  9,139.57 76633  1,408.21
§ § Std. Dev. 259.89 190.07 641.76 4858 88.34
s § Skewness -0.1904 -0.0457  -0.1427 -0.1047  -0.1018
'E E. Kurtosis 1.9050 2.3005 2.0043 1.9074 1.9160
< IQ Range 421.72 26817 1,029.14 80.27 148.15

cv 0.0616 0.0784 0.0703 0.0637 0.0630

Mean 3,400.42 201276 6,789.97 57495  1,051.88
8- Median 3,379.32 2,123.93  6,899.68 58491  1,066.19
§ §, Std. Dev. 533.86 34605 1,234.00 96.84 173.12
;‘ lc\;: Skewness 0.2752 -0.3308 0.2761 0.1321 0.1614
§ E“ Kurtosis 23995 1.7879 2.4248 21651 22283

IQ Range 74630 60804 1,690.72 153.96 265.63

Cv 0.1570 0.1719 0.1817 0.1684 0.1646

Mean 3,807.11 221790 17,953.55 66852  1,226.00
2o Median 3,80849 2,300.05  8,320.19 696.61 127758
§ §1 Std. Dev. 586.33 34726 1,528.84 121.36 222.63
S Skewness -0.5618 -0.7831 -0.4731 -0.5187  -0.4874
E_ § Kurtosis 22776 2.8530 2.1000 2.1420 2.0934
< IQ Range 911.08 38546 2319.66 183.40 344.65

Ccv 0.1540 0.1566 0.1922 0.1815 0.1816



Effects of Algorithmic Trading

129

Table 3, continued. Descriptive Statistics on Market Control Variables: April 10, 2006, to

May 27, 2010.

Horizon Statistic Gold Dollarind GSCI

Mean 706.62 8141 512.43

8, Median 663.53 8253 483.44

€S  S.Dev. 11051 44409 8343

=S Skewness 1.0993 06508 1.0789

= F  Kurtoss 209892 23270 3.2554
£ a I
2 o Q

< Range 138.14  7.4610 121.55

cv 0.1564 0.0546 0.1628

Mean 964.55 79.87 510.85

e  Median 93836 79.85 486.96

£2  Std.Dev. 124.10 4.4334 14436

5 Skewness 02608 0.0943 0.9555

S 2 Kurtosis 2.2023 2.0955 3.1350
s= I

Range  206.22 7.2350 130.40

cv 0.1287 0.0555 0.2826

Mean 835.71 80.63 511.63

2.  Median 84848 80.87 484.11

22 Std.Dev. 17448 45017 117.99

Sl Skewness 03015 02644 1.0575

E 2 Kurtosis 2.0330 2.0103  3.9091
n.g 1Q

< Range 281.60 7.8910 104.27

cv 0.2088 0.0558 0.2306

ReutersCRB

424.35
404.98

52.04
1.2762
3.6471

61.41
0.1226

442.37
450.95

67.00
0.3701
2.3668

98.05
0.1515

433.40
413.41

60.67
0.7580
2.7847

86.22
0.1400

VIX

17.14249
15235
57511
06121
21157

102900
03355

3123839
2545
13.6837
1.2994
4.0689

18.1800
0.4380

2422429
21.68
12.6548
1.6549
5.9705

11.9300
0.5224

Notes: CorpAAA—AAA-corporate bond yield; CorpBAA—BAA corporate bond yield,;
CorpSprd—corporate credit spread (= CorpBAA — CorpAAA); Thill3mo —yield on 3-
month Treasury Bill; DefSprd —difference between the AA A-corporate bond yield and
the yield on 10-year Treasury Note; TermSprd —difference between the yields on 10-
year Treasury Note and the 3-month Treasury Bill; DOW —daily stock index levels for
Dow Jones Industrial Average; NASDAQ —NASDAQ composite; NYSE —New York
Stock Exchange Composite; Russelll 000—Russell 1000; SP500—S&P 500; GSCI —
daily values of Goldman Sachs Commodity Index; DollarInd—U.S. Dollar Index; GOLD

—spot Gold price; ReutersCRB —Reuters/CRB Commodity Index; and VIX —the CBOE’s

Volatility Index.

Data sources: Reuters/CRB database; CME Group’s ATS and MSG data is available from

May 1,2008, to May 27, 2010.
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Range, = Ln(HP)~ Ln(LP,) M)

Some researchers also used the simple difference of the two prices (Chan and
Lien 2003). Parkinson (1980) proposes a revised version of the range estimator:

Parkinson, =[Ln(HP)~Ln(LP)]" /[4Ln(2)] )

Garman and Klass (1980) incorporate the opening and low prices of the day
into the following estimate of intraday volatility:*

GarKla, = {% [Ln(HP) - Ln(LP)] }- {[21n(2) —1][LA(CP) - Ln(OP )]2}
3)

A version of the Garman-Klass estimator independent of the drift is proposed
by Rogers, Satchell, and Yoon (1994):%

RSY94, = {[Ln(HP,)— Ln(OP)][Ln(HP,) - Ln(CP,)]} -

4
{[Ln(LP)~ Ln(OP)][Ln(LE)~ Ln(CR)]} @

All four of these intraday volatility estimators rely on the daily range based
analysis with varying levels of efficiency. Based on the futures markets research,
we use the Garman-Klass estimates of intraday volatility in our empirical analysis.
We also repeat empirical tests using other estimators and find that our results do
not materially change.

B. Modeling Liquidity and AT

In order to investigate the effects of DMA and AT on the liquidity of futures
contracts traded at the CME, we use a model similar to the one used by Hendershott,
Jones, and Menkveld (2011). They model the relationship between the liquidity and
their proxy of algorithmic trading as:

Lig,, = o, + BAT, + 6 X,, +¢,, (5)

where Lig, is a measure of liquidity for stock 7 on day #, AT, is their proxy for the
algorithmic trading, and X, is a vector of control variables (which they choose to be
share turnover, volatility, the inverse of share price, and log market cap).”® They

21. Chen, Daigler, and Parhizgari (2006) and Shu and Zhang (2006) illustrate that volatility estimates
using the Garman-Klass method and the high frequency realized volatility measures provide equivalent
results.

22. Yang and Zhang (2000) discuss modifications to the RSY94 estimator.

23. Hendershott et al. (2011) include both fixed effects and time dummies in their model.
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estimate the panel regressions in equation (5) using standard errors that are robust
to general cross-section and time-series heteroskedasticity and within-group
autocorrelation (Arellano and Bond 1991).

Our empirical tests use two different direct measures of algorithmic trading
provided by the CME: ATS, percentage of trading volume identified as originating
from algorithms, and MSG, percentage of message traffic identified as originating
from algorithms. Our empirical tests do not suffer as much from the measurement
error as Hendershott, Jones, and Menkveld’s (2011) proxy for AT, normalized measure
of electronic message traffic.” We also use two measures of liquidity, average
market width and depth, for each contract. Our control variables include those
specific to the contracts GSCI, gold price, and CBOE’s volatility index VIX: estimates
of intraday and implied volatility, trading volume and open interest, as well as market-
related factors.

We estimate the following general model using various cross-sectional time
series (CSTS) techniques:

Lig,, = ¢, +ﬁAlgo,,+§X,, +¢,Z +, (6)

where Lig, , is either of our liquidity measures ATS or MSG; Algo, is either of our
direct measure of algorithmic trading, X, is a vector of control varlables on each
futures contract (IntVola, intraday Vo]atihty, ImpVola, implied volatility; OplInt, open
interest; TrdVolu, trading volume) and Z,  is a vector of market controls (GSCI,
Goldman Sachs puuquuxt_‘y IudeA, uﬁld pnue of gOld VLX CBOE’s volauu‘y
index). Explicitly, we first estimate models without market controls:

Liqi’, =a, +ﬁiAu + 61,,.IntV01ai,t + 52’,.ImpVola it

7
6,,0plnt,;, +6,,TrdVol, , + ¢, @
Width ATS,
h L = it dA — il . 8
where i, {Dep%, and A, { ol ®)

In order to provide robust estimation results, we use the following alternative
panel estimation methods: (a) random-effects GLS regressions with autoregressive
errors AR(1); (b) standard fixed-effects panel regression using the between-
regression estimator (when we exclude market controls from the independent
variables). When we include the vector of market controls in our analysis, we
estimate the following models using (c) standard fixed-effects panel regression
with using the between regression estimator and (d) fixed-effects cross-sectional
time-series regression with first-order autoregressive disturbances:

24. Hendershott et al. (2011) state that they “cannot directly observe whether a particular order is
generated by a computer algorithm,” which is due to the nature of the NYSE data they use in their
analysis. They indicate that “the rate of electronic message traffic may be a useful proxy for the
amount of algorithmic trading taking place,” which they normalize by dividing number of electronic
messages by trading volume of each stock on a given day.
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Lig, =o, + B4, +6,IntVola, , + 5, ImpVola,  +3J, Oplnt, , +«

®
d,;TrdVol, +¢,GSCI, +¢,Gold, + g, VIX, +¢,,

. Lig = Width, , dd = ATS,, (10)
where iq,, = Depih,, and 4, = MSG,,

We estimate equation (6) with various market control variables and find that
the results do not materially change; therefore, we report our findings using the
vector of market controls that include the GSCI, Gold, and the VIX.

V. EMPIRICAL RESULTS

Table 4 presents the empirical results for the effects of algorithmic trading on
liquidity using only the contract specific factors as control variables (specifically
equations 7 and 8). The results using both the random-effects GLS regressions
with AR(1) and the fixed-effects models are consistent. After controlling for intraday
and implied volatilities, trading volume and open interest, we find that an increase in
the proportion of trading associated with algorithmic trading systems (AT'S) decreases
the width (spreads) and increases the market depth. When an AT’s proportion of
electronic message traffic (MSG) is used as a measure of algorithmic trading, we
observe the same results. Our models explain relatively large portions of within and
between variation in the cross-sectional time series data, and coefficient estimates
of ATS and MSG are all significant at 1%.

Estimated coefficients of volatility, volume, and open interest are consistent
with the findings in futures MMR. (See, e.g., Wang, Yau, and Baptiste 1997, Wang
and Yao 2000; Girma and Mougoue 2002; Bryant and Haigh 2004; and Frank and
Garcia 2009.) Width (spreads) increases with both measures of volatility and
decreases with trading volume and open interest; their effect on Depth is reversed.
Our results for the volatility are robust to the measurement of short-term (intraday)
volatility and longer-term (implied) volatility.

The changes we observe by considering only the futures contract-specific
factors may in fact be influenced by other dynamics of overall financial markets.
Table 5 presents findings when we include both futures contract and market control
variables in our cross-sectional time series regressions (specifically equations 9
and 10). Results based on cross-sectional time series estimation using both the
fixed-effects and fixed-effects with AR(1) disturbances are consistent and confirm
the findings presented in Table 4.

We again observe that trading volume of ATS (as well as their proportion of
electronic message traffic, MSG) decreases the Width while increasing the market
Depth, after controlling for both futures contract-specific and market-wide factors.
While the coefficient estimates of futures contract—specific control factors retain
their signs and significance, the inclusion of market-wide factors increases the
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within and between R-squared values of our models.?

Our empirical results for the effects of AT on the liquidity in futures markets
using direct measures that identify algorithm-generated trades and quote revisions
confirm the findings for the U.S. equity markets by Hendershott, Jones, and Menkveld
(2011) and the findings for the German equity markets by Hendershott and Riordan
(2009). While we employ a very similar model to the one used by Hendershott,
Jones, and Menkveld, our measures of AT activity do not suffer from their
measurement errors. Results presented in our Tables 4 and 5 are based on four
different cross-sectional time series modeling techniques and two separate direct
measures of AT activity; after controlling volatility, trading volume, open interest
and other market-wide factors, the findings indicate that algorithmic trading has a
significant positive impact on market liquidity. This is evidenced by a decrease in
spreads and an increase in depth. The nature of our dataset obtained from the
CME Group precludes us from analyzing the informativeness of individual AT
generated trades and quotes.

VI. CONCLUSIONS

Although the extensive use of algorithmic trading (AT) activities emerged
relatively more recently in the exchange-traded derivatives in comparison to the
equity markets, their impact on market quality and risk management may be more
substantial. In order to analyze the potential effects of DMA, AT, and their
accompanied changes in exchange-traded derivatives markets, this study provides
an extensive review of the research in both equity and derivatives market
microstructure.

After synthesizing the very recent and limited empirical evidence for the effects
of algorithmic trading in equity markets, our research presents empirical results
based on a unique dataset of algorithmic trading activity in five futures contracts
electronically traded at the CME Group exchanges. To the best of our knowledge,
this study is the first to provide such empirical evidence for the U.S. futures markets.

The uniqueness of the dataset used in this study is due to the explicit identification
(direct measurement) of algorithmic trading volume — the proportion of executed
orders originated from ATS to the total electronic orders executed (variable ATS).
CME Group data also include the proportional volume of electronic message traffic
attributed to ATS (variable MSG). Our empirical results are based on the Crude
Oil, Euro FX, Eurodollar, S&P 500 E-mini, and 10-year U.S. Treasury Note futures,
for the time period between May 1, 2008, and May 27, 2010.

After controlling for short- and longer-term volatility, trading volume, and open
interest, as well as other market-wide factors, we find that an increase in the
proportion of trading associated with algorithmic trading systems (ATS) decreases
the width (spreads) and increases the market depth in futures trading. When an
AT’s proportion of electronic message traffic (MSG) is used as a measure of

25. We estimate equations (9) and (10) using various combinations of market control variables and
find no material change in our overall results for the impact of AT on liquidity.
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algorithmic trading activity, we observe similar statistically significant results. Our
models explain relatively large portions of within and between variations in the
cross-sectional time series data, and our coefficient estimates for the volatility,
volume, and open interest all have the expected signs and significance. Similar to
recent research in equity markets, our results for the U.S. futures markets conclude
that algorithmic trading has a positive impact on market liquidity.

It is our intent that this paper will provide guidance to market participants,
exchanges, and regulators because it presents empirical evidence on early stages
of DMA and AT in futures markets and discusses the implications of these
developments for exchange-traded derivatives markets.
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